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Onsoz

Bu kitap, 2021-2022 6gretim yilinda Bilkent Universitesi Endiistri Miithen-
disligi Boliimii tarafindan gerceklestirilen Universite-Sanayi Isbirligi Bi-
tirme Projeleri 6zetlerini kapsamaktadir. Programimiz 28 yil 6nce sistem ta-
sarimi derslerinin sanayi projelerine dontstiiriilmesi ile baglamigtir. Bu stire
icerisinde farkl sektor ve biiytikliikte 119 ig, sanayi, ve kar amaci giitmeyen
kuruluglarla toplam 513 proje gergeklestirilmigtir.

Endiistri Miihendisligi Boliimii dordiincii simif ogrencilerinden olugan
proje ekipleri, akademik ve ig diinyasindan danigmanlarin gozetiminde fir-
manin giindemine girmis olan ve ¢oziim bekleyen gergek problemlerini ¢oz-
mektedirler. Yapilan projeler sonucunda ortaya c¢ikan iirtin, yontem veya
hizmet, ilgili firmaya onemli yarar ve katma deger saglamaktadir.

Endustri Muhendisligi Proje Fuari: ve Yarismasi, 2003 yilinda yapilan
projelerin ilgili tiim firma, kurulus ve tiniversitelerle paylagilmasi, ig diinya-
sinin seckin kuruluglarinin birbirleriyle ve {tiniversite ile olan etkilegimi-
nin artirilmasi ve ogrencilerimizin ig hayatina daha donanimli hazirlan-
masini saglamak amaciyla baglatilmigtir. Her yil sistematik ve etkin bir
sekilde yapilan bu caligmalarin daha kalici ve yaygin olarak paylagilmasi
amaciyla da “Endiistri Projeleri” kitabi serisi hazirlanmig ve bu donemde
gergeklestirilen projeler gizlilik ilkesine baglh kalinarak ¢zet halinde sizlere
sunulmustur.

Kitapta yer alan proje ozetlerinin dogru ve okunakli olmasi icin destek-
lerini esirgemeyen Degerlendirme Kurulu'muza, fuar ve yarigma jlrimizde
gorev alan Evren Cantiirk (Akbank), Orhan Daglioglugil (A101), Mustafa
Bora Dilik (Nevzat Ecza), Erding Mert (BeNova Danigmanlhk) ve Dog. Dr.
A. Selin Kocaman’a (Bilkent Universitesi) tesekkiir ederiz.

Prof. Dr. Savag Dayanik
Prof. Dr. Nesim K. Erkip
Dr. Emre Uzun

Bilkent Universitesi Endiistri Miihendisligi Bolimii
Sistem Tasarimi Dersi Koordinatorleri
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Preface

This booklet contains 2021-2022 academic year University-Industry Col-
laboration Student Project summaries done by the senior students of the
Industrial Engineering Department at Bilkent University in collaboration
with industrial companies, businesses, and non-profit organizations. This
program started when senior design courses were reorganized as industrial
projects 28 years ago. Since then, 513 projects have been completed, with
119 companies operating in various sectors.

Senior student groups of the Industrial Engineering Department solve
companies’ real problems under the guidance of academic and industrial
advisors. The project outcomes provide companies with many operational
benefits and add value to their services and products.

Since 2003 Industrial Engineering Project Fair and Competition has been
held to disseminate the project outcomes to firms and universities, boost
the synergy, encourage collaboration between industry and university, and
help senior students get better equipped before they take full industrial
positions. Every year the project summaries are edited in a project booklet
with care given not to disclose firm-specific sensitive information and shared
with the community to spread the word and impact of projects.

We thank the Review Committee for their efforts that improved the
correctness and readability of project summaries in the book. We also
thank Evren Cantiirk (Akbank), Orhan Dagloglugil (A101), Mustafa Bora
Dilik (Nevzat Ecza), Erding Mert (BeNova Consulting) and Assoc. Prof. A.
Selin Kocaman (Bilkent University) for serving on the project competition
jury this year.

Prof. Dr. Savag Dayanik
Prof. Dr. Nesim K. Erkip
Dr. Emre Uzun

Bilkent University Industrial Engineering Department
Systems Design Course Coordinators
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Bugiine kadar 6grenci projelerimize destek veren kuruluslar

Companies participated in the student projects so far
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Diizenleme kurulu, 2021-2022 programima degerli katkilar1 igin
asagida adi gecen Bilkent Universitesi mensuplarina tesekkiir eder.

The organizing committee thanks Bilkent University members named below
for their invaluable help to run 2021-2022 program.

Bilkent Universitesi Endiistri Miihendisligi Bolumu (u)gretim I"Jye-
leri

Bilkent University Industrial Engineering Faculty Members

Prof. Dr. M. Selim Aktiirk

Dr. Ogr. Uyesi Cagin Ararat
Do¢. Dr. Arnab Basu

Prof. Dr. Savag Dayanik

Prof. Dr. Nesim K. Erkip

Dog. Dr. Ozlem Cavus Iyigiin
Prof. Dr. Bahar Yetig Kara
Prof. Dr. Oya Ekin Karagan
Dog. Dr. Yigit Karpat

Doc. Dr. Ozlem Karsu

Dr. Ogr Uyesi Taghi Khaniyev
Dog. Dr. Ayse Selin Kocaman
Dr. Ogr. Uyesi Emre Nadar
Prof. Dr. Mustafa Celebi Pinar
Prof. Dr. Alper Sen

Dr. Ogr. Uyesi Firdevs Ulus
Dr. Emre Uzun

Universite Sanayi i§birli§i (n)grenci Projeleri Koordinatorii
Unwversity € Industry Cooperation Student Projects Coordinator

Yesim Giilseren

Bilkent Universitesi Endiistri Miihendisligi BSliimii Sekreteri

Bilkent University Industrial Engineering Department Secretary

Ayse Oran
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Diizenleme kurulu, 2021-2022 programina sagladiklari igbirligi icin
asagida yer alan is diinyasinin degerli mensuplarina tesekkiir eder.

The organizing committee thanks the esteemed company representatives lis-
ted below for their cooperation to run 2021-2022 program.

Arcelik Buzdolab: Isletmesi
Levent Cakir
Burcu Celebioglu
Hasan Tugay Ciftci
Ozlem Deviren
Hasan Karakum
Ali Kiria

Esra Oztiirk
Fatma Pasa

Necmi Siiloglu
Tugba Tosun

Ash Tiirkay

Arcgelik Elektronik i§letmesi
Abidin Aksoy

Ender Kogyigit

Hakan Oylumlu

Serkan Stimer

Ayytice Yildirim

Arcelik Global
Cansu Musaoglu
Evrim Ozgiil
Argelik
Isletmesi

Aycan Parlak
Ozen Yimaz

Kurutma  Makinesi

Aselsan
Cansu Ulukaya

Bakioglu Holding
Sabahattin Bilgen
Zeynep Ertekin
Cenk Giireg

Yeliz Narh

Beste Yildiz

Demir Export
Ozge Goksu Bager
Haydar Cinar
Pmar Tekin

Eti Gida

Dr. Cemal Akyel

Enes Talha Doganhi
Berna Iphar

Merve Tugge Kan
Asuman Saglam Morali
Ozgiir Seven

Fatih Yarimoglu

FNSS
Ceren Kaplan
Barig Kocabagoglu

Invent Analytics
Mustafa Sahin

igbir Yatak
H.Unal Akmese
Hasan Basri Budak
Mahir Hamurcu
Dilek Kaygili

Ipek Oztiirk

Soner Tekin
Ahmet Tokeri
Saygin Timer

Norm Fasteners
Fatma Akdemir
Inci Elif Giivenli
Mehmet Karaca
Dila Nart
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Oyak Renault
Yusuf Giirgan
Elif Tayan
Devim Yontar
Secil Giyim
C)zgecan Erdem
Cagr1 Giingor
Seckin Giingor
Selen Karabasg

XX

Supply Chain Wizard
Haluk Ath

Bengisu Altunsu

Yunus Emre Yurdagiil

Turk Patent ve Marka Kurumu
Mustafa Kubilay Giizel

Mustafa Serin

Tugba Yilmaz

UNDP
Gokhan Dikmener



Bolim Baskani’ndan

Bilkent Universitesi Endiistri Mithendisligi Boliimi, 6grencilerinin teknolo-
jik ve sosyal degisikliklere uyum saglayan, yagsam boyu ogrenen ve sorgu-
layan iyi endiistri miihendisleri olarak mezun olmalarim1i amaclamaktadir.
Karmasgik sistemlere ve problemlere biitiin olarak bakabilme ve analitik
diiginebilme, egitim programinin 6onemli amaglarindandir. Bolium, 2007 yi-
linda Accreditation Board for Engineering and Technology (ABET) adh
bagimsiz kurulug tarafindan egitim kalitesini belgeleyen tam akreditasyonu
Thirkiye’de ilk alan miihendislik boltimidiir.

Egitimde diinya capinda kalite standartlarini kullanan Endiistri Miithen-
disligi Boliimii, iilkemizde ornek gosterilen Universz’te—Sanayi Isbirligi Prog-
ramy'n1 28 y1ldir bagariyla uygulamaktadir. Programin hedefi mezuniyet aga-
masindaki 6grencilerin kapsamli mesleki deneyim kazandirmaktir. Alti-yedi
kigilik proje ekipleri, akademik ve endiistriyel danigmanlarin gézetiminde
firmalarin ¢oziim bekleyen gercek problemlerini ¢ozmektedirler.

Bu yil, 20. Endustri Mihendisligi Proje Fuar: ve Yarismasinda 22 proje
bulunmaktadir. Fuarda 6grencilerimiz, y1l boyunca projeleri iizerinde yap-
tiklar1 ¢aligmalarini sunmaktadirlar. Onlar1 6zverili galigmalar: igin kutlu-
yor, programa biiyiik katkilar1 olan firma yetkililerine ve danigmanlarimiza
tegekkiir ediyorum.

Biitiin stire¢ boyunca yogun ve 6zverili ¢alismalariyla programin hedef-
lerine ulagmasi i¢in biiytlik ¢aba gosteren program koordinatorleri Prof. Dr.
Savag Dayamk, Prof. Dr. Nesim K. Erkip ve Dr. Emre Uzun’a, Universite-
Sanayi Isbirligi Ogrenci Projeleri Koordinatorii'miiz Yesim Giilseren’e, asis-
tanlarimiz, Tolunay Alankaya, Omer Ekmekcioglu, Ash Eroglu, Ismail Bu-
rak Tag’a ve emegi gecen herkese ¢ok tesekkiir ediyorum.

Prof. Dr. Bahar Y. Kara
Endiistri Miithendisligi Boliim Bagkani
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Chairperson’s Message

Bilkent University Industrial Engineering Department strives for its stu-
dents to grasp changes in technology and society and be lifelong learners
and inquirers. One of the department’s educational goals is that our stu-
dents hold a holistic view of systems and problems backed up with analytical
thinking. The department is the first engineering department in Turkey, the
quality of whose education program was fully accredited by the Accredita-
tion Board for Engineering and Technology (ABET) back in 2007.

For 28 years, the Industrial Engineering Department has been success-
fully running its exemplary University-Industry Collaboration Program. The
program’s objective is to have the department’s senior students gain full-
fledged industrial experience before getting full industrial positions. Six-
to-seven member student groups attack real open problems of companies
under the supervision of academic and industrial advisors.

Twenty-two projects are present at the 20th Industrial Engineering Proj-
ect Fair and Competition. At the fair, student groups present their year-long
work and the outcomes of their projects. I congratulate them for their tire-
less and heart-whole hard work. I also thank the company representatives
and academic and industrial advisors for their support and collaboration.

Finally, I thank course coordinators Prof. Dr. Savag Dayanik, Prof. Dr.
Nesim K. Erkip, and Dr. Emre Uzun, University-Industry Collaboration
Student Projects Coordinator Yesim Giilseren, graduate assistants Tolu-
nay Alankaya, Omer Ekmekcioglu, Ash Eroglu, Ismail Burak Tag for their
relentless efforts to ensure that the program succeeds.

Prof. Dr. Bahar Y. Kara
Industrial Engineering Department Chairperson
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Tesekkur Mektuplari

Appreciation Letters

Arcelik

Dayanikl tiiketim ve tiiketici elektronigi sektorlerinde tiretim, pa-
zarlama ve satig sonrasi destek hizmetleri ile faaliyet gosteren Arcelik,
1955 yilinda kurulmug bir sirkettir. Arcelik bugiin; diinya ¢apinda
40.000’in iizerinde galigani, Tirkiye, Romanya, Rusya, Cin, Giiney
Afrika, Tayland, Pakistan, Hindistan ve Banglades’de olmak iizere 9
tilkede, 28 iiretim tesisi, 49 tilkede 74 istirak ile global bir organizasyon
agl inga etmistir.

Ar-Ge birimini 1991 yilinda olusturan Argelik bugiin Tiirkiye ve
diinyada 28 Ar-Ge merkezinde 2000’in tlizerinde Ar-Ge personeli ile
kendi patentli teknolojilerini geligtirerek global pazarlarda rekabet
edebilir bir giice ulagsmigtir. Kaynagi iiniversitelerde olan bilimsel bil-
ginin sanayinin Teknoloji gelistirme ¢alismalarina aktarilmasi ¢ok kri-
tik 6neme sahiptir. Bu énemin farkinda olarak Argelik’te tiniversiteler
ile farkl igbirligi stirecleri igletilmektedir. Lisans tez caligmalari ile ile
sanayinin tecriibe ettigi gercek sorunlara ¢oziimler bulunabilmekte,
yenilikci iirtin ve stiregler gelistirilmesine katki saglanabilmektedir.
Bununla birlikte miihendis adaylarimizin sanayi tecriibesi elde ede-
rek mezun olmalarina da katki saglamaktadir. Basar: ile yiriitiilen
ve tamamlanan bu projeler ile edinilen bilgi ve tecriibenin miihen-
dis adaylarina ileride yapacaklar1 ¢aligmalarda yol gosterici nitelikte
faydalar saglayacagim ongoriiyor ve Bilkent Universitesi'nin Sanayi
Odakli Bitirme Projeleri kapsaminda ytrtitiilen caligmalari ¢ok katma
degerli buluyoruz.

Bilkent Universitesi Rektorliigii ve Mithendislik Fakiiltesi yone-
tici ve akademisyenlerimize, Teknoloji Transfer Ofisi’'ne, USI Mezu-
niyet Projeleri Koordinatorii Sn. Yesim Giilseren Hanim’a tiniver-
site — sanayi igbirligi yiirtitiigimiiz projelerde hedeflenen c¢ikt1 ve ka-
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zamimlara ulagmamizda bizlere destek olan degerli miihendis aday-
larimiza ve stireg igerisinde degerli katkilar: ile projelerin uygulana-
bilirligine yonelik geri bildirimleri saglayarak proje ekibimizi bagaril
sonuclara yonlendiren Makina Miihendisligi, Endiistri Mithendisligi ve
Elektrik — Elektronik Miihendisligi Departmanlarindaki degerli aka-
demisyenlerimize tesekkiir ederiz.

Evrim OZGUL
Argelik A.S. ) _
Global Ar-Ge Tegvikleri ve Universite-Sanayi Iligkileri Yoneticisi

Arcelik

1955 yilinda Siitliice’de kurulan Argelik A.§. Tiirk beyaz egya
sektortine ilk adimi ¢amasir makinesi ile atmigtir. 1970l ve 80’li
yillarda iirtin gami genisletilerek buzdolabi, bulagik makinesi, pisirici
cihazlar, elektronik ve kiiciik ev aletleri segmentlerinde tiiketicilere
urinler sunmaktadir.

Argelik, 40.000’1 agkin c¢ahgani, 12 markasiyla (Argelik, Beko,
Grundig, Blomberg, ElektraBregenz, Arctic, Leisure, Flavel, Defy, Al-
tus, Dawlance, Voltas Beko), 9 iilkede, 28 tiretim tesisi, 30 ARGE
merkezi, 49 iilkede istirakleriyle global olarak faaliyet gostermektedir.

Bilkent Universitesi Endiistri Miihendisligi Akademisyenleri,
Universite-Sanayi Isbirligi Koordinatorleri ve égrencilerinin katkilar:
ile Eskigehir Buzdolab: Isletmesi’nde iki adet proje yiiriitmekteyiz.

“Yardimc1 Sanayilerde Kalip Atama Optimizasyonu ve Karar
Destek Sistemi” projesinde tedarikci firmalara kalip atama prosesi
¢ok amaglh matematiksel model ile bir algoritma olusturulmustur.
(Calhigmada atanmayan kaliplarin sayisinin, fazla mesai kullaniminin
ve kademeli yardimci sanayi hareketinin en aza indirilmesi ve oncelikli
yardimeci sanayilere yapilan atamalarin en ¢oklanmasi amaclanmistir.

“Karma Modelli Montaj Hatlarinda Operasyon Planini Eniyile-
yen Karar Destek Sistemi” projesinde montaj hatlari i¢in bir algo-
ritma tasarlanmig ve bu algoritma kullanici arayiizii ile kullanima
sunulmugtur. Bu algoritmada tiretim hatlarindaki kisitlar dikkate
aliarak en iyi operasyon planini bulmak amaclanmigtir.

Her iki projede de manuel yiiriitiilen siirecler olusturulan algo-
ritmalar sayesinde belirtilen kisitlara gore optimum ¢oziimii verecek
sekilde tasarlanmigtir. Hazirlanmig olan kullanici ara yiizleri ile de
kullanimda kolaylik ve esneklik saglanmigtir.
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Gergeklegtirdigimiz iki projenin sirketimiz ve 6grencilerimiz igin
son derece yararli olduguna inaniyoruz. Proje kapsaminda emek
vermis ogrencilerimize, goriigleriyle projeye yon veren Bilkent Uni-
versitesi Akademisyenleri'ne, siire¢ boyunca her zaman destek veren
Universite-Sanayi Isbirligi Koordinatorlerime cok tesekkiir ediyoruz.
Soz konusu projelerde beraber caligtigimiz mithendis adaylarina bun-
dan sonraki ig ve akademik hayatlarinda basarilar dileriz.

Ozlem DEVIREN USLU
Argelik A.S.
Metot Miithendisligi Yoneticisi

takioglu

HOLDING

Stirekli yatirim ve gelisimle, yer aldigi tiim faaliyet alanlarinda
“en iyiye” ulagarak tilkesine deger katan; diinya capinda saygin
bir girketler toplulugu olarak “baki” kalma misyonuyla faaliyetle-
rine yon veren Bakioglu Holding; g¢ekirdekten baglayarak 1973’ten
gliniimiize entegre bir “Ambalaj Sanayi” geligtirmis ve bunu uluslara-
rasi standartlara ulagtirmigtir ve bugiin suirdiiriilebilirlik odagiyla, sos-
yal sorumluluk bilinci yiiksek bir yaklagimla, gelisime yenilige verdigi
onemle yine faaliyetlerini stirdirmektedir.

2021 yil sonu itibariyla; 313.190 m? {iretim alaninda, 2000’i asan
caligan giiciiyle, yaklagik 57 iilkeye gerceklestirdigi ihracatla tilke-
miz ekonomisine biiyiik katki saglayan Bakioglu Holding ve Amba-
laj Grubu Sirketleri, tiim faaliyetlerinde “Gnce insan” diyerek yola
gkmakta; giiven esash iligkilerle, hesap verilebilir, seffaf ve adil bir
kurum kiiltiiriinde, kalite ve ¢oziim odakl yaklagimla ilerlemektedir.

Bakioglu Holding dikey entegrasyon yapilanmasinin parcasi olan
ve Tirkiyenin lider esnek ambalaj tireticileri arasinda yerini alan
Bak Ambalaj; giiclii sermaye yapisi, tecriibeli ve dinamik caliganlari,
miisteri odakli yaklagimi ve yenilik¢i uygulamalar: ile 1973’ten bu
yana c¢esitli sektorlerin onde gelen sirketlerine hizmet vermektedir.

Izmir Atatiirk Organize Sanayi Bolgesi'nde bulunan ve 4 ayr1 te-
siste tiretim faaliyetlerini yiirtiten Bak Ambalaj; 600’1 agkin ¢aligan
ile cesitli sektorlere baskili, baskisiz ve laminasyonlu olarak esnek
ambalaj lretmektedir ve diizenli olarak gerceklestirdigi yatirimlar
sayesinde tiretim portfoyiinii istikrarli olarak genigletmektedir. Bak
Ambalaj tiretiminin %70’in {izerinde 6zellikle Bat1 Avrupa iilkelerine
ihrag etmek suretiyle iilkemizin ihracatina énemli katkilarda bulun-
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maktadir.

Bak Ambalaj diinyanin her yerine [zmir’deki tiretim tesislerinden
ve gerektiginde, Avrupa ve ABD’de deki depolama olanaklari ile en
hizli gekilde teslimat saglamaktadir.

Bak Ambalajin  verimlilik ve miisteri odaklilik ilkeleri
dogrultusunda, miisteri taleplerini 6n planda tutan yaklagimina
katk: saglayacak projemizin gerceklesmesini saglayan Bilkent Univer-
sitesi yonetimi, Endiistri Mithendisligi Bolimii'ntin degerli ogretim
tiyeleri, asistanlar1 ve proje koordinatoriimiize ictenlikle tesekkiirii bir
borg biliriz.

2021-2022 akademik yilinda gergeklestirdigimiz projemizde;
miisteri teslim siiresi talepleri ile hammadde temini siiresi arasinda ka-
lan karanlik periyodu en aza indirgeyecek sekilde miigteri siparigleri
ve hammadde ihtiyaglar igin, ge¢mis miigteri/hammadde siparig ve
iriin agaci verilerini kullanarak gelecek 12 aylik doneme dair miisteri
talep tahmini ve hammadde ihtiyag ongoriileri olugturan, tahmin per-
formans Ol¢tim raporlamasi yapan ve tiim bunlar1 kullanici dostu bir
ara yuz lzerinden gerceklestiren bir program ortaya ¢ikarilmigtir.

Kendi alanlarinda gelecegin en iyi profesyonelleri arasinda yerle-
rini alacagina inandigimiz iyi yetigsmis miihendis arkadaglarimizla bu
projeyi hayata gec¢irmis olmanin mutlulugunu yasiyor; kendilerine en
igten tegekkiirlerimizi sunarak egitim ve kariyer hayatlarinda bagarilar
diliyoruz.

Sabahattin BILGEN
Bakioglu Holding Operasyonel Miikemmellik Direktori
Bilkent Universitesi [E 2003 Mezunu

@ yatak

Isbir Yatak, Isbir Siinger Sanayi A.S. biinyesinde yatak sektoriinde
faaliyet gosteren bir Isbir Holding kurulusu olup, genelde hammadde
tireticisi olan Holding’in Ergo Yatak ile birlikte son tiiketici ile bulugan
markalarindan biridir.

Isbir Yatak, diinyada gelisen teknolojiyi sektore adapte etme mis-
yonu dogrultusunda 1997 yilindan bugiine Isbir Siinger San. A.S.’nin
sahip oldugu bilgi birikimi ve tecriibeyi; teknolojinin, saghk ve uyku
konforu i¢in kullanimi felsefesi ile yatak sektortine aktarmaktadir. Ol-
dukga fazla oyuncusu olan ve son yillarda ¢ok dinamiklegsen yatak
pazarinmn olusmasimda s6z sahibi olan Isbir Yatak; kalite ve miigteri
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odakli marka ve iiriin konumlandirilmasi dogrultusunda, kullandig:
“acik hiicreli visko teknolojisi,” sadece Isbir i¢in Tiirk mithendisleri ta-
rafindan iiretilen “polimer yay teknolojisi”, tiim yataklarda kullanilan
lisansh “Quallofil Allerban” teknolojisi, yataklarin lavanta kokmasini
ve anti-stress etkisine sahip olmasini saglayan 6zel “nano teknoloji” ile
iiretilmis yatak kumaslari, at sag1 yatak, hindistan cevizi ozl yatak,
sporcular i¢in 6zel nem tutmayan yatak, dogaya ve gevreye duyarh
vizyonuyla geligtirdigi yeni iirtin ve teknolojileri ile her anlamda ve
her zaman sektore yon vermistir.

2021-2022  Ogretim  Yilinda Universite—Sanayi/E Diinyas1
Isbirligi Projeleri kapsaminda; Bilkent Universitesi Endiistri Miihen-
disligi Boliimii'niin saygideger Akademisyenleri, Universite-Sanayi
Isbirliginin Degerli Koordinatéorleri ve sevgili dgrencilerimiz ile iki
projede birlikte calistik. Birinci projede; Yatak Fabrikamizdaki
iretim hatlarimizin bir tanesinde toplam karlihigi iyilestiren iki
haftalik iiretim planlama modeli ve toplam iiretim siiresini digiiren
glinliik ¢izelgeleme modeli onerilmis, ayrica fiyat ve talep arasindaki
iligkiyi gostermek igin bir regresyon coziimlemesi geligtirilmigtir.
Ikinci projede ise hammadde satin almasmm dogru zamanda ve
dogru miktarlarda yapilmasini saglayan bir Karar Destek Sistemi
hazirlanarak daha verimli bir satin alma yontemi onerilmistir.

Iki proje sonunda elde edilen Karar Destek Sistemlerinin Igbir
Yatak’a karlilik ve verimlilik anlaminda katkilar saglayacagim
degerlendirmekteyiz. Bu kapsamda; goriigleri ile projeye yon veren
Bilkent Universitesi’nin Akademisyenleri'ne ve siireg boyunca her za-
man destek olan Universite-Sanayi Isbirligi Koordinatorleri'ne ve pro-
jelerde beraber calistigimiz miihendis adaylarina katkilarindan dolay1
tesekkiir ediyor, 6grencilerimize bundan sonraki is ve akademik ha-
yatlarinda basarilar diliyoruz.

H.Unal AKMESE
Isbir Yatak Ig Geligtirme Direktori
Bilkent IE 2003 Yik. Lis. Mezunu

NORM
FASTENERS

1973 yilinda ¢ift vuruslu bir makine ile ilk tiretimini gerceklestiren
Norm Holding, bugiin 40 yurt diginda olmak tizere toplam 20
sirket, 12 iiretim tesisi ve yillik 160.000 ton iiretim kapasitesi ile
Thirkiye ve Diinya’nin dort bir yanindaki miisterilerine hizmet veriyor.
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Tirkiye'nin ilk 500 sirketi arasinda yer alan ve iiretiminin yaklagik
%4071 ihrac eden Norm Fasteners; giiclii Ar-Ge yapilanmasi, ihtiyaca
yonelik tasarimlari ve triin kalitesi ile otomotiv bagta olmak tizere
fakli sektorlerde baglanti elemanlar: tedarikinde global bir oyuncu ola-
rak yer aliyor. Bu ilham veren doniigtimii kuskusuz ge¢misin tecriibe-
sini gelecege hizalayarak stirdiirmeye devam ediyoruz. Aym zamanda
siirdiirtilebilirlik, egitim ve sanat alanlarinda ytiriitiilen projeler ile
sosyal sorumluluk bilincini ilke ediniyoruz. Siirdiiriilebilirlik Komi-
tesi, Digiconnect Staj Programi ve Mesleki Egitim Merkezi uygula-
malarimiz ile bu alanlarda da deger yaratmak onceliklerimiz arasinda
yer aliyor.

Degisen diinya kosgullarina ayak uydururken global trendleri
yakindan takip etmenin sirketler icin ne kadar kritik oneme sahip
oldugunun farkindayiz. Gegtigimiz birkag yil boyunca ¢ok yakindan
tecriibe ettigimiz en onemli konulardan biri de global anlamda teda-
rik zincirlerinde yasanan kirilmalar idi. Sirketler i¢in giiclii ve esnek
tedarik zinciri yapilanmalarinin yarattigi fark goz ardi edilemeyecek
oneme sahip. Bilkent Universitesi akademisyenleri ve ogrencileri ile
yuriittligiimiiz projede bu farkindalik ile yola ¢iktik. Orta ve uzun
vadede stratejik diizeyde alacagimiz kararlari analitik olarak destek-
leyecek bir proje olan ” Stratejik Seviyede Dagitim Agi Tasarimi” lojis-
tik merkezlerimiz i¢in alacagimiz yatirim kararlarinda bizleri yonlen-
direcek nitelikte. Proje bizlere Avrupa ve Tiirkiye’de kiralanacak veya
satin alinacak depolarimiz i¢in dagitim agini hacim ve mesafe boyu-
tunda analiz ederek lojistik maliyetlerini en aza indirecek bir yaklagim
sunuyor. Yeni merkezlerimiz i¢in belirlenecek konumlar1 optimize et-
meyi amaclayan bu karar destek sisteminden hem yatirim kararlarimiz
hem de mevcut durum analizlerimiz sirasinda faydalaniyor olacagiz.
Proje siiresince gergeklestirdigimiz caligmalarin hem firmamiz hem
de ogrencilerimize onemli katkilari olduguna inaniyoruz. Degerli Bil-
kent Universitesi 6grencileri ve damsman akademisyenlerine ézverili
caligmalar1 ve katkilar: igin goniilden tesekkiir ederiz.

Dila NART
Norm Fasteners Lojistik Midiirii
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Biitiincill Kanal Perakendeciligi icin 1
Ag Tasarimi

Invent Analytics

Proje Ekibi
Kemal Berkan Arik, Fatih Begen, Mustafa Arda Bicak¢i, Ahmet Batuhan
Demirtag, Eda Okay, Zeynep Benay Uslu, Batuhan Yilmaz

Sirket Danigmani Akademik Danigsman
Mustafa Sahin Prof. Dr. Alper Sen
Analitik Departmani Lideri Endiistri Miithendisligi Bolimt

Ozet

Bu projede Invent Analytics’in bir miisterisi i¢in ¢cok kademeli bir biitiinciil
kanalli ag tasarimi olusturulmustur. Hazirladigimiz matematiksel model
ile diger magazalarin stoklarini yenileme ve risk havuzlama amacl kul-
lanilan ara dagitim merkezlerinin se¢ilmesi ve hangi magazalarin ¢evrimigi
satiga acilmas1 gerektigi kararlari, toplam maliyeti enazlayacak sekilde ve-
rilmistir. Problemi ¢ézmek i¢in benzetimli tavlama algoritmasi geligtirilmis
ve bu algoritma farkli maliyet ve stok/hizmet seviyesi senaryolar1 icin
dogrulanmigtir. Algoritmamizin sundugu sonuglarla miigterimize istedigi
hizmet seviyesine gore optimal ag konfigiirasyonlarinin raporlandigi bir
karar destek sistemi hazirlanmistir. Algoritma ¢oziimlerimizin miisterinin
eski sisteminden alinan baz senaryoyla karsilagtirildiginda, sirketin kayip
satiglarin1 ve envanter maliyetlerini azalttigir gortilmistiir.

Anahtar Sozciikler: Biitiinciil Kanal Perakendeciligi, Dagitim Ag1 Ta-
sarimi, Ikmal ve Yenileme, Sezgisel Yaklagim
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Network Design for Omnichannel Retailing
Abstract

In this project, a multi-echelon omni-channel network design was created on
behalf of a client of Invent Analytics. A mathematical model is proposed to
determine the locations of stores that will be used to fulfill online orders and
the locations of mini distribution centers that will be utilized to replenish
other other stores and benefit from risk pooling. To solve the problem,
a simulated annealing is used and the algorithm is validated for different
cost, inventory and service level scenarios. Utilizing the algorithm results,
a decision support system has been developed in which optimal network
configurations are reported according to the desired service level by the
customer. When compared with the base scenario taken from the customer’s
current system, our algorithm is expected to lead to significant decrease in
lost sales and inventory holding costs.

Keywords: Omni-Channel Retailing, Distribution Network Design, Re-
plenishment, Fulfillment, Heuristic Approach

1.1 About the Company

Invent Analytics was founded in 2013 as a business analytics SaaS company
operating across several locations including Philadelphia, Istanbul, London,
and Dubai. It provides customizable and adaptive cloud-based solutions
in retail merchandising and planning, supply chain management, and in-
ventory management. Through Al-based algorithms with strong ties to
scientific research and academia, the company provides retailers with in-
tegrated and optimized systems with increased sales and lower inventory.
Using Omni-Al, which is an intelligent supply chain solution of the com-
pany, the company plans their customers’ entire supply chain by combin-
ing network planning, inventory and pricing optimization, and store & DC
replenishment decisions into a single framework. The company offers ser-
vice to many companies operating in different fields which have a revenue
of over $6B in total. Through their collaborations with Invent Analytics,
these clients have observed gross margin increases in the range of 2-5%.

1.2 System Description

There is a radical change in customer behavior with the increasing preva-
lence of e-commerce technologies. Online sales have become more frequent
as e-commerce penetrates the daily life of customers and changes the mar-
keting trends. Retailing companies embrace various omni-channel (OC)
strategies to adapt to the latest trends, retain customers, and enhance their



market impact. OC networks are designs that ensure the integration of the
customer experience in all channels including both online and offline plat-
forms. However, OC networks come up with serious challenges for compa-
nies since they require a more complex supply chain planning that contains
online/offline demands, and distribution center (DC) replenishments on a
regular basis.

Invent Analytics reported to us that one of their retail customers has
these kinds of difficulties due to the continuous rise in online sales and wants
to benefit from OC management strategies to optimize their network design.
Although more specific information and the details about the exact network
operations of the retailer are anonymized to us for the sake of confidentiality,
we were informed that the customer’s main aim is to optimize their current
network design by creating an OC structure that minimizes operational
costs and lost sales. The current network of the retailer includes 516 facilities
located in 74 cities in Turkey. There exists 513 stores and 3 distribution
centers among the facilities. 408 stores could fulfill both online and offline
demands, whereas all the stores except DCs are open to offline demands.

The online sales are made through e-commerce channels, and the desired
product is shipped through online-available facilities via third-party logistics
companies. In offline sales, customers examine and purchase the products
by being physically present in a store. DCs are large warehouses that are
responsible for fulfilling the online demand of the cities and replenishing the
offline demand of the stores in the network. Stores, on the other hand, can
replenish each other’s internal orders and/or meet both online and offline
demands. In the context of our problem, if a store is eligible to replenish the
other stores, it is called a “mini distribution center (mini-DC)”. If a store
is available for online sales, it means that it can fulfill the online demand of
the cities that are assigned to it.

Invent Analytics has already proposed different approaches for solving
this complex network design problem. However, forecasting and fulfilling
the online demands of 81 cities have become even more burdensome after
every passing season. While this is the case, the lead time of the customer
orders is steadily increasing due to capacity constraints of third-party logis-
tics providers. Furthermore, many customers are still committed to offline,
store-based shopping based on the given data. It leads to the problem be-
ing even more complex in inventory policies and network design. Therefore,
the company wanted us to come up with a more detailed and responsive
approach for designing this network.



.
is fulfilled——— @ M D, ~ N(y;,0;) the inventory required
4 d .

to meet the offine

Online Demand
Online Demand from city-j

demand of store-k Fo)
is replenished krys A C\-‘T LO ™ D, ~ N,
P \ =8 D~ Niu,a) 2 i tifled—— @y ﬁ £ D~ N(uj,0)
g

— Offine Demand Online Demand
18

o (] Store-k Online Demand from city-j
T -
s replenished is replenished =g Di~ N(u,o:)
the inventory required to meet
the offline demand of store-k . Offine Demand
is replenished s

E ek(mlnl DC) store i =3

O l s replenished———— g l the inventory required to meet
the offine demand of store-i

the inventory required to the inventory required to mest
replenish the store-i that is the offine demand of store-i

eplenished from mini-DC: is fep'e”‘smd\ store i
tore k (mini.DC) storei H ) l is flfilec L

rany . .
mg .. s the inventory required to fulfl

the online demand from city-j Online Demand from city-j
that is satisfied from store-i

the inventory required to the inventory required to fuffill
replenish the store- that is the online demand from city- Online Demand from city-|
replenished from mini-DC-k that is satisfied from store-i

Figure 1.1: A sample distribution network with possible configurations of a
DC (left) and a store (right)

1.3 Problem Definition

The main objectives of the firm was decreasing the total costs of inventory
holding, transportation, and lost sales while benefiting from an OC net-
work. To reduce these costs and meet the customer’s targets, we decided
to consider a supply chain network that consists of three echelons as DCs,
mini-DCs, and stores as described above. Additionally, there will be stores
that are open for online sales and responsible for fulfilling the online demand
of the cities. With this consideration, we aimed to reduce the transporta-
tion lead times to stores and online demand points and reduce the inventory
holding costs by pooling the demands around mini-DCs. Thus, the decisions
we needed to take are determining the locations of the mini-DCs, assigning
stores that will be replenished by DCs or mini-DCs, and the locations of
facilities open for online sales and the cities to be fulfilled by them. A rep-
resentative network with possible demand configurations of DCs and stores
is shown in Figure 1.3.

1.4 Proposed Solution Approach

Due to the complexity of the given network, we framed the problem by
introducing fundamental assumptions about the system as the first step of
our solution approach. The critical assumptions we made are: i) The online
and offline demands are distributed normally; ii) There will be one repre-
sentative product that our model considers; iii) Each store is replenished
by the same DC or mini-DC throughout the season; iv) All of the facili-
ties are considered to have an unlimited capacity; v) Mini-DCs could not
replenish each other; vi) DCs could only fulfill online demands along with
their replenishment operations; vii) There will be an input for the service
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Figure 1.2: Flowchart representing the inputs and outputs of the model

levels for facilities not less than 95%; viii) All the facility-replenishment and
fulfillment assignments are considered strategic decisions, meaning that the
model is implemented only once and its results will be valid throughout the
season.

The parameters utilized in the mathematical model were obtained from
the past sales data provided by the company. We also prepared the data
regarding the fixed cost of changing facility attributes, unit shipment costs
between facilities, unit fulfillment costs, unit lost sales costs, lead times,
and service levels. The performance measures for evaluating the model have
been determined as the computation time and the proximity to optimality.
Figure 1.2 shows the input and output flowchart of the model.

While solving our problem, we first developed mathematical models con-
sidering the assumptions and coded them via Python 3.9.7. As a powerful
solver, Gurobi Optimizer has proven to be efficient in dealing with quadratic
formulations so we used this software to find the optimal configuration in
the shortest possible time. However, due to the complexity of the problem
(which is known to be NP-hard), we were not able to obtain optimal solu-
tions using Gurobi Optimizer, so we needed to develop heuristic approaches
to accelerate the solution process while obtaining satisfactory solutions. We
came up with two heuristic approaches and decided that the simulated an-
nealing algorithm is a perfect fit for our problem to obtain satisfactory
solutions in a reasonable amount of time. We implemented the algorithm in
Google Compute Engine since our computers’ hardware was not sufficient
enough to run the full-sized problem and we benefited from the multipro-
cessing method for our code to use different CPUs simultaneously to reduce
the overall computation time.



1.4.1 Mathematical Model(s)

First, as a base formulation, we benefited from the two-echelon model pre-
sented in Daskin et al. (2002) and Shen et al. (2003). The mathematical
model we constructed under the assumptions is a mixed-integer quadratic
program (MIQP) and can be seen in Figure 1.3. Objective function in-
cludes the fixed cost of opening a store for replenishment and online sales,
the expected safety stock and lost sales costs, the cost of fulfilling the online
demand, and outbound shipment cost of the cities. Additionally, inbound
transportation costs are considered. Regarding the constraints, the first one
ensures that each city’s online demand must be fulfilled from either a DC
or a store. The second one guarantees that if a city’s online demand is
fulfilled from a store, that store must be open to online orders. The third
one defines that each store must be replenished from a DC or a mini-DC.
The fourth one ensures that if a store is replenished from another store,
then the latter must be a mini-DC. The fifth one defines that if a store is
used to replenish other stores, then a DC must replenish that store. The
sixth and seventh constraints are related to t;; variable and the former one
ensures that if a city’s online demand is fulfilled from a store, and if that
store is replenished by a mini-DC, then the city’s online demand must be
indirectly satisfied from that mini-DC. The seventh one states that if there
is no replenishment between a city and a store or between the store and a
mini-DC, then there must not be any indirect relation between the city and
the mini-DC. Constraints from eight to eleven have been constructed for
variables u;,; and si,;; within the same logic of constraints six and seven.
Finally, the last constraint defines the domain of decision variables.

Since this MIQP formulation includes non-linear expressions in the ob-
jective function which increases the complexity of optimization, it seemed
impossible to achieve results with the commercial solvers for the real-sized
problem. Therefore, we decided to benefit from CQMIP formulation in our
solution methodology and reformulated the MIQP model as the CQMIP
form as Atamtiirk et al. (2012) suggested. For the transition to the CQMIP
formulation, we introduced six auxiliary variables for each square-root terms
in the objective function, namely Ty, Tog, T3, Tur, Tsk, Ts; > 0. Then, by us-
ing the fact that z; = 27, wy = wj,... (and so on) for all of our binary
network variables, we reformulated our model in the CQMIP form as it can
be seen in Figure 1.3.

Although there was an improvement in computation time, the real-sized
problem seemed still impossible to solve with the CQMIP formulation. To
find optimal solutions within a reasonable solution time, we added the fol-
lowing restrictions to CQMIP formulation as the third approach: i) Mini-



Sets: Decision Variables:

S': Set of stores S = {1,2....513}

C : Set of cities C' = {1,2....81} Store Attributes:

D : Set of distribution centers D = {1,2,3}

e {1 store i can be used to fulfill online orders

Parameters: 0 otherwise.

Demand Parameters:

" :EES"P"C‘“ weekly offline demand of the representative product on store i, ) {1 if store i can be used to replenish other stores (i.c., if it is a mini-DC),
i i = .

fi; + Expected weekly online demand of the representative product for city j, 0 otherwise.

vjeC

; : Standard deviation of weekly offline demand of the representative product Assignment (Allocation) Variables:

on facility i, Vi € § o ) . X

&; : Standard deviation of weekly online demand of the representative product P if city j's online demand is fulfilled from store i

for city j, Vj € C Y710 otherwise.

o

Shipment Cost Parameters: 1 if city j's online demand is fulfilled from DC [
4 : Unit shipment cost between store i and k, Vi.k € S & i # k 1o

otherwise.

:[]

. + Unit shipment cost between DC I and store i, VI € D, Vi € S

hy; : Unit fulfillment costs between store i and city j, ¥i € S,Vj € C it ki lenished fi .

Iy ¢ Unit fulfillment cost between DC [ and city j, VI € D,Vj € C wy = § 1 ifstore ks replenished from store ¢
0 otherwise.

Lost Sales and Inventory Parameters:

g: = Unit lost sales cost of the representative product for store i, Vi € S _J1 ifstore k is replenished from DC [

L, : Lead time of shipment from supplier to DC I, ¥l € D Yk =10 otherwise.

Ly, : Lead time of shipment from DC [ to store k, VI € D.Vk € S

Lu :‘[‘cafd time of s‘"'":mm from store k to store i, Vi, k € § & i # k 1 if city j’s demand is satisfied from store i that is replenished by facility &
ay : Service level for DC 1. VI € D by = herwi

a : Service level for store k, Vk € S 0 otherwise.

Zo ¢ Standard normal value associated with service level a . . . .

¢; + Unit inventory holding cost per week at facility i, ¥i € SUD s — 1 if store i is replenished from store k that is replenished from DC [

L(=) : Standardized loss function 710 otherwise.

Attribute Change Parameters: if city j's online demand is fulfilled from store i that is replenished from store
fi : Fixed weekly cost of opening store i to online sales, Vi € S Stkij = is replenished from DC [

¢; : Fixed weekly cost of converting store i to a mini-DC, ¥i € S s
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DCs are selected from a set of stores that satisfy certain requirements; ii)
each mini-DC’s coverage span is limited to a certain distance (such as 250
km); iii) and the online demand of each city is fulfilled only by a store within
the range of that city (such as 150 km). Even with these assumptions, it
was not possible to solve the real-sized problem using Gurobi. Eventually,
to cope with this model complexity and find a reasonable solution for a real
problem size, we attempted to handle this problem with a metaheuristic
approach.

1.4.2 Heuristic Development

We acknowledged that the simulated annealing algorithm is a good fit for
this combinatorial optimization problem since it is suitable for exploring bi-
nary variable sets and finding close-to-optimal solutions (Rutenbar, 1989).
It iteratively calculates the cost function given decision variables defined
with binary strings. It generates a neighbor solution by switching some
bits of these binary strings in each step. Then, it compares the cost of the
neighbor solution with the cost of the previous solution. If the neighbor
solution is less costly, the algorithm proceeds to the next step with the
neighbor solution. Otherwise, the algorithm does the process called “an-
nealing.” It prefers continuing with the neighbor solution only with some
transition probability. This probability depends on the number of steps
taken, the difference between the neighbor and the original solution, and a
normalizing parameter named “alpha.” The following pseudo-code further
explains the simulated annealing algorithm.

Algorithm 1: Pseudo-code for Simulated Annealing Algorithm

while m < M do
Update the temperature: T+ 1—(m+1)/M
9 Pick a random neighbor: Spe, < mneighbor(S)
10 if S,ew < S then

1 begin

2 M+ total number of steps
3 T+ current temperature

4 Sy <« initial solution

5 S« S()

6 m=0

7

8

11 S+ Shew

12 else

13 Calculate the probability of transition from S to Spe, under
T:

_ a(C(Snew)=C(S))
T

14 P(C(S),C(Snew),T) + €
15 if P(C(S),C(Shew),T) > UNIF(0,1) then
16 S <« Syew

17 end if

10



18 end if
19 m+—m+1
20 end while

Using the k-means clustering method, we created sub-regions in the
map. We converted a store near the centroid of the sub-region to a mini-
DC. Then, we clustered cities and stores in that sub-region under the mini-
DC. Next, we finalized the network by connecting these mini-DCs to the
DC. The initial solution Sj is generated by a local search applied to that
configuration. The random neighbor S,., is generated by switching an
arbitrary bit in one of the store attributes. C'(S) denotes the cost incurred
from the solution set S. If the cost value of C(S,.y) is less than C(S), then
S will be the new best solution. Otherwise, we need to check the probability
of transition P(C(S),C(Snew),T).

The algorithm operates with some pre-defined parameters. The number
of steps M is a parameter that is changed based on the size of the problem.
Users may set a time limit parameter to terminate the algorithm as well.
We propose defining a parameter @ between 0 and 1 to control the change
in cost. We decided on the reasonable value of a by doing various numerical
tests and sensitivity analyses. Yet, the decision-maker is free to change the
value of a. One can increase « to focus more on local search to find practical
solutions. Decreasing o would increase the probability of transition and
the chance to reach global optima. If the transition probability is as high
as some randomly generated number between 0 and 1, we proceed to the
next step with S,.,. This simulation procedure helps us escape from local
minimum points and find satisfactory solutions.

1.5 Verification and Validation

The verification process involved checking if the implemented mathematical
models and the heuristic algorithm represent the conceptual model accu-
rately. In this case, the correctness of these models was tested by checking
if the connections between facilities obey the constraints, limitations, and
assumptions provided within the conceptual framework. Utilizing the facil-
ity network graphs, we have ensured that all variants of the mathematical
models satisfy the constraints accurately. Subsequently, we have manipu-
lated the parameters of the algorithm to observe how the extreme changes in
parameters correspond to a change in the network by using synthetic data.
Testing these extreme scenarios such as increasing holding costs in DC or
Mini-DC, we have observed that the algorithm responds to risk pooling.
Thereby, we have verified the compatibility of the mathematical model.
Integrating the real data into both the algorithm and mathematical
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Table 1.1: Initial parameters of the base model

model for validation, we have identified the boundaries and constraints of
the algorithm and tested its consistency by comparing it with the mathe-
matical model. In other words, we have tested if the algorithm obtained
similar results in a real system under the same set of conditions as the
mathematical model. As the mathematical model would provide the opti-
mal solution, the closeness of the objective function value of the algorithm
to the optimal objective function value emphasized the consistency of our
alternative solution.

Solving these models in smaller sizes with the same parameters, we have
observed that the algorithm gave the same or significantly close results
obtained through the mathematical programming model. Extending the
study for the base problem setting with 7 stores and 10 cities, we changed
the problem parameters both in the algorithm and the mathematical model
under different scenarios. In this case, the outputs of the algorithm regard-
ing objective function value were significantly close to the optimal objective
function value which can be observed in Tables 1.1 & 1.2. Thereby, we
have ensured the applicability and acceptability of the algorithm in the real
system by ensuring the consistency of the outputs to the results that the
mathematical model proposes.

1.6 Project Outcome and Deliverables

In our project, our focus was on creating a simulated annealing heuristic
that provides us with decisions about the network design, namely the facility
configurations. Our objective was to minimize the operational cost while
finding the optimal configuration of the decision variables regarding the
constraints. As a result, we have achieved a complete network configuration
that minimizes the existing costs. The company can implement this model
to reconfigure and restructure their supply chain system so that they could
have an improved network design by making educated decisions using our
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Parameter  Algorithm  Objective Value Objective Value of
Changes Step Size of Algorithm Mathematical Model

Base: 7x10 8000 2767.6097 2767.61
Insl o — 0.99 8000 2829.5459 2829.55
Ins2 ar — 0.90 8000 2711.6750 2711.68
Ins3 w— 10 8000 4409.8347 4409.83
Ins4 o—5 8000 4078.3883 4078.39
Ins5 i — 2000 8000 201255.5333 201256
Ins6 o — 100 8000 16272.4744 16272.5
Ins7 hij — 20 8000 2767.6097 2767.61
Ins8 hij — 2 8000 1557.9486 1557.95
Ins9 L—2 8000 2495.7653 2495.77
Ins10 g; — 300 8000 2870.2016 2870.2
Ins11 g1 — 1000 8000 3270.7025 3270.7
Ins12 g — 50 8000 4316.4962 4316.5
Ins13 q — 2 8000 2507.0700 2507.07
Ins14 c— 300 8000 2767.6097 2767.61
Ins15 f— 900 8000 2767.6097 2767.61

Table 1.2: Investigation of the objective functions of the mathematical
model and the algorithm under different parameter scenarios

approach. The main output of our approach is the store and city maps that
show the network design for both online and offline demand fulfillment.

1.6.1 Results and Improvements

Our algorithm outputs an interactive map integrated with Google Maps
and a summary of results by showing how much the new design improved
the existing supply chain system. By considering risk pooling, mini DCs,
lost sales, and other crucial aspects, we are able to improve the OC network
design and help the company make educated decisions. In addition to the re-
tailer’s current facility configurations, Invent Analytics’s solution approach
and related facility configurations were shared with us. For benchmark, we
have compared our model’s solution with the cost of these two structures
and reported the improvements. Comparing the former structure, we ob-
served a decrease in lost sales and holding costs with the integration of risk
pooling and mini-DCs.

Graphical User Interface

As the last phase of implementation of our project, we built a user inter-
face (UI) on a third-party platform, Anvil, a Python-integrated platform
for building and hosting full-stack web apps. Since Anvil has open-sourced
web server, we could build a connection between Anvil and our code. In
this way, each platform can feed the other. Over the Ul, we provide some
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Figure 1.4: The results and improvements of our solution implemented on
the user interface

options regarding our algorithm. Users may choose the type of algorithms
(Simulated Annealing or Local Search) or select the first solution that ini-
tializes the algorithm. Moreover, users can enter the number of iterations
and maximum computation time of the algorithm. Additionally, service lev-
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Figure 1.5: The resulting maps of our algorithm on the user interface

els for stores and DC can be input via the Ul. As the run button is clicked
on UI, our algorithm takes the inputs from Anvil and starts processing. As
soon as the run completes over the server, the outputs are sent back to
Anvil to display the results. The UI displays the algorithm’s running time,
a detailed cost calculation including the improvements made across differ-
ent scenarios, and an improvement plot indicating objective values through
iterations. Moreover, the network outputs are displayed on two different
Google Maps separately: the one for stores and the other for cities, whose
names are displayed as labels when clicked on them. Furthermore, users
may narrow the network to a specific mini DC and its connections. Finally,
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we have an export button in our Ul to download the final results and the
executive summary of the overall changes made in the system. Figures 1.4
and 1.5 show two sample screens of the user interface.

1.7 Conclusion

Our proposed algorithm decreases the inventory holding and lost sales costs
of the current network by pooling the online and offline demands. Utilizing
the results of our project, the retailer will obtain more cost-efficient network
configuration that can be integrated into their strategic planning. As a
further step, the company may also run the algorithm for multiple products
(by adjusting the necessary data and model parameters), and utilize our
solution as a comprehensive approach.
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Ozet

Bu caligma Arcelik Buzdolab1 Fabrikasi'na gelen buzdolabi conta aralig
hatasi sikayetlerinin temel sebep tespiti i¢in yapilmigtir. Olas1 temel se-
bepler farkli etkilesim kosgullarinda istatistiksel modellerle test edilmistir.
Veri girisi yapildiginda temel sebebi ve uygun algoritmay: gosteren bir ka-
rar destek sistemi tasarlanmistir. Bu sistem sayesinde hem mevcut conta
araligi hatas1 hem de gelecekte olugabilecek sikayetler icin temel sebep ana-
lizi yapilabilecektir.

Anahtar Sozciikler: Buzdolabi, conta, kalite kontrol, temel sebep analizi,
karar destek sistemi
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Root Cause Analysis of Gasket Gap
Complaints

Abstract

This study was carried out to determine the root cause of refrigerator gasket
gap error complaints received from Argelik Refrigerator Factory. Possible
root causes were tested with statistical models under different interaction
conditions. A decision support system has been designed to show the root
cause and the appropriate algorithm when data is entered. By using this
system, root cause analysis will be possible for both the current gasket gap
error and the complaints that may occur in the future.

Keywords: refrigerator, gasket, quality control, root cause analysis, de-
cision support system.

2.1 Company Information

Arcelik is the second largest white goods company in the market of Europe
and it ranks first in the Turkish white goods market. Arcelik refrigerator
factory is one of the Ko¢ group brands, and it was established in 1975.
The refrigerator plant is Arcelik’s largest and most profitable business. The
product capability portfolio of the company consists of no-frost refrigera-
tor, wardrobe type refrigerator, mini refrigerator, double door refrigerator,
fridges with freezer on the bottom and freezer on top, refrigerators 70 cm in
width and smaller, refrigerators between 70 cm or 80 cm in width, fridges
with a width of 80 ¢m and above.

2.2 System Analysis
2.2.1 System Description

Arcelik refrigerator plant in Eskisehir produces refrigerators for Argelik,
Grundig, and Beko brand names. One of the facilities in the plant produces
door thermoforming, the other has assembly lines, painting division, press-
ing machine sections to give shape to doors and bodies of the refrigerator.
Although some of the raw materials are produced in the company’s thermo-
forming facility, a lot of them come from the suppliers. One of the materials
that comes from the two different suppliers is the rubber gasket.

2.2.2 Problem Definition and the Scope of the Project

The concern of this project is the customer dissatisfaction due to rubber
gaskets in the refrigerators which are below 70 cm length. The refrigera-
tor types “D70540” and “D70465” are the company’s main focus on the
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rubber gasket problem. The problem frame is the gasket which cannot fit
into the door or get loose when it is used and creates complaints such as
“Not-closing”, “deformed”, “dislocated”, “torn”,“other”. The problem can
be caused by many reasons such as temperature, supplier of the gasket,
operator, plastic sheet of the refrigerator door, and the door type.

The company carries out mass production to meet the high demand.
The production takes place in three shifts, and approximately 400 products
are produced in each shift, but there is a lack of inspection due to this serial
production and inspection with template is performed for about 3 out of
1200 products. As a temporary solution, the company tried to put a small
piece of iron inside the lid and prevent the gasket from coming apart, but
while this increases the cost, it is not an engineering solution, either and
will not provide a lasting effect.

2.3 Solution Approach and Proposed Model

To identify the root cause of gasket gap errors, interaction effects are decided
to be observed. The combinations of the effects of plastic sheet of the
refrigerator door, temperature, supplier of the gasket, operator, or the door
type are examined.

2.3.1 Possible Root Causes
Plastic Sheets (Thermoform Type)

Plastic is used as a raw material for doors. These plastic sheets are produced
by the company itself. The shape of the plastic is given by two molding
machines to obtain the shape of that sheet. One of the molding machines
is named “inline” and the other one is “rotary”. In the inline molding
machine, 1.1 mm plastic sheets are being produced where in rotary machine
the plastic door thickness is 1.4 mm. Since these two molding machines
produce different plastics according to thickness, this situation affects the
quality of door. Due to the fineness of the inline plastics, the production
cost of the door plastic is cheaper than the rotary plastics. The reason why
the company uses inline production of plastics is retrenching.

Plastic sheets have a rectangular well around it where the gasket is fixed.
As the thickness of the plastic sheet decreases, its durability decreases, too.
Therefore, gasket can be dislocated easily from the well. In the process
where the gasket is put into it, there is only one inspection done in each
shift with a template. Therefore, out of approximately 1200 refrigerators
produced, only three of the plastic sheets are inspected. Of course, there
is a time limit that the company might face everyday so they cannot give
efficient time to inspect that process. Hence, the quality of the plastic
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sheets cannot be maintained. With that quality issue, any gasket put on
that area might get loose with the small changes in the temperature. Also
in a FRZ door, the air can get into due to the fact that the gasket cannot fit
firmly into the well. To test the error rate of plastic sheets, their confidence
interval levels should be calculated by conducting linear regression.

Temperature (Weather Condition)

The plastic gaskets that are used in the refrigerator are sensitive to heat.
Air infiltration is highly related with the conservation conditions of the seal
(Afonso and Castro, 2010). Hence, it can be said that the gasket can be
affected by the heat coming from outer surface. Also, the study indicates
that air condensation which can lead to the icing in the freezer is driven
from both humidity and the temperature of the environment. The air comes
from outside and goes through inside with the gap in the gasket (Gulmez
and Yimaz, 2020). In our case, air also comes from outside and turns to
the condensation and lead icing. Therefore, the conservation circumstances
have great importance. Also, the installment place of the refrigerator is
significantly important in terms of temperature. To understand behaviour
of the PVC material in exposure to heat, we can apply a thermogravimetric
test and differential thermal analysis can be used. If the material cannot
have the endurance that it must have, we should discard that material. If
these materials are produced in the mass production in supplier companies,
with the use of quality control techniques, some specimens can be used to
check.

Supplier

Suppliers are responsible for the production and delivery of the gaskets.
This gasket problem may be caused by supplier change because although
the material sizes are the same, each supplier produces gaskets with different
chemical structures. Therefore, the hardness, flexibility and durability value
ranges of gaskets produced with different chemical structures may vary.
Such physical properties affect the durability ratio between the gasket and
the threads on which the gasket is attached. In addition to possible physical
differences, the transportation and storage conditions of the newly agreed
supplier may differ from the previous one. Gaskets can be damaged, crushed
or compressed during storage and transportation, and their efficiency rates
may vary depending on storage temperatures. All these reasons that may
occur depending on the supplier may cause the fact that the gasket cannot fit
into the well good enough. To differentiate which supplier sends problematic
gaskets, data should be collected that is separated according to suppliers,
then we compare the results by conducting Anova test. In the Anova test,
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a hypothesis test is conducted to decide which suppliers’ seal is out of the
specified range, which is the confidence intervals. By doing this, we will
analyze possible correlations between suppliers. Then, confidence intervals
can be used to interpret the significance level.

Arcelik works with two different gasket suppliers. Ilpea and Rehau sup-
ply gasket to the company with batches of 80 and 120 units. The company
has an agreement with Rehau for a longer time than Ilpea. When Rehau
monopolized as a gasket supplier, Arcelik decided to add a new supplier
since the gasket is a crucial part in the refrigerator door. Lately, Arcelik
quality engineers claim that Rehau became imprecise on supplying gaskets
in terms of quality and delivery times. The late arrivals and quality prob-
lems of gaskets have an impact on the customer complaints. Therefore, it
is aimed to test the supplier effect, focusing on which company is the sup-
plier. Regarding the problems of Rehau, a new design of technical drawing
of gaskets which has more precise measurements in gasket wingspan can be
submitted to the supplier company.

2.3.2 Data Analysis

The company provided us data from 2021 January. In addition, as a re-
cent study and observation, customer and dealer visits (for both Beko and
Arcelik dealers) were made by the company for gasket problems in Urfa was
given to us. The current technical drawing and acceptance interval data of
the rubber gaskets are used to gain insight about quality test approaches.
To ensure whether there is seasonality effect, customer complaints data are
evaluated by considering the forecasting methods. The information regard-
ing the operator is received to evaluate the operator effect in rubber gasket
gap problem. Air inflation problem is researched and discussed with the
quality assurance manager of the company to understand the possible im-
pacts on the main problem. The information about plastic sheets is also
important to analyze the deviation between gaskets by applying linear re-
gression. Moreover, supplier data are provided to understand the possible
correlation between gasket problems and supplier selections.

2.4 Validation

The method and mathematical models we used were selected in accordance
with problem definitions that we did and the data that we have received.
The data used in the created model are close to reality and estimated values
are given. The estimated values given are the product of a combination of
the data we have and a deep analysis. If the mathematical models and
methods used give effective results which have been proven with scientific
methods will emerge in the determination of the root cause. At this point,
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we evaluated whether the data used are correct and give the desired result
with the data type validation, range and constraint validation, code and
cross-reference validation, structured validation and consistency validation.

To validate our analysis, we use expert opinion from the quality control
department of company. Company representatives evaluated the analysis in
the light of their experiences. In this validation method we separated data
as train and test groups. The train data were used to create the method,
and the test data were used to predict the variances from train data.

2.4.1 The Result of Dynamometer Test

2% Full Factorial Experiments is proposed to investigate the association
between factors and detect the possible root causes of the rubber gasket
problem. By considering the Lenth Plot results, the most effective predictors
are the door and combinations of region-door-thermaform, door-thermoform
and region-door. According to the dynamometer data that are received from
the company, there are 160 combinations for the D70 refrigerators with 5
factors which are region type, door type, supplier, thermoform type, mold
type. The response of this model is assumed to be the value of the tensile
test. It is assumed that as strength of the applied force is higher, the
yield of the combination is also higher and it implies that it is hard to get
the gasket output errors. Therefore, in order to test the accuracy of the
dynamometer measurements and find the relations between the predictors
and response we used R. Since these test results contain replications for
some of the combinations, it is possible to fit the model.

First of all, we applied power transformation to normalize the distribu-
tion of the predictor values. To find the relation between the predictors and
response, we used scatter and correlation plots. We observed that gasket is
related to both tensile test and thermoform.

In the interaction plot, two clusters were apparent. The density of the
left upper side cluster is higher which implies that the gasket received from
the Rehau comes off when higher forces are applied compared to the gasket
received from the Ilpea. Through our analysis, it can be claimed that there
should be some relationship between the change in magnitude of tensile
strength and supplier selection.

The data accumulation between the tensile strength and door type is
demonstrated. It is observed that approximately two clusters are apparent.
The density of the right upper side cluster is higher than the left side cluster.
It can be stated that it is more likely to have more density if the value
increases on the x axis. Moreover, having tensile strength between 4.5 and
5 increases the density of the cluster. In addition to this, the left side cluster
has less density but it spreads over more areas, so it is more comprehensive.
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Figure 2.1: Lenth effect plot: important variables have long spikes

After that, we checked the adjusted R-square to test the accuracy of
the data. In the initial version the adjusted R-square value was 21.34%.
This ratio was low and we needed to increase it by applying some statistical
methods. As the ratio was low, we took the interactions of the predictors
and applied a step function to find the best AIC value. The smaller AIC
gives the best result. When we checked the adjusted R-square value, it was
41.44%. So in some way we increased the accuracy of the model.

When we examined the diagnostic plots, it can be said that the residual
vs. fitted graph almost satisfies the condition of a straight line. Also, most
of the Q-Q plot points are placed on the dashed line. Scale-location graph
gives information about the standard deviation and in these plots, it can be
claimed that the standard deviation is less. To improve our model another
method is used and we checked the interactions of all predictors with all of
them. The adjusted R-square then became 51.57%.

We also interpret the normal Q-Q plot to evaluate the effect of the main
and interaction factors on the model. According to the normal Q-Q plot, it is
proposed that thermoform, door, interaction of region and door, interaction
of region, door and thermoform have a significant influence on the fitted
model since they are located below or above the straight line. When the
door ratio is less than or equal to zero, the percent conversion rate decreases
from 4.9 to 4.1, in the 0-0.307 interval for the supplier and door interaction.
If the door ratio is equal to 1.098 then the percent conversion rate decreases
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from 4.65 to 4.5. The interaction of the thermoform vs. door type shows
both increase and decrease depending on the door ratio. If the door ratio
is at its low level of 0, then the line shows a decrease from 4.66 to 4.65,
whereas the ratio is 1.096 level then the line increases from 4.61 to 4.69.
In the beginning of the model, it can be claimed that supplier type
and thermoform type have a high influence on the magnitude of the tensile
test as considering the scatter plots and correlation plots. However, it is
investigated from the final fitted model, the rubber gasket error can be
resulted from some main and interaction effects mostly. The magnitude of
each effect is found and some of the predictors’ effect on the model which
can be seen in Figure 2.1 is highly important. These are thermoform, door,
interaction of region and door, interaction of region, door and thermoform.
Therefore, we can state that these are the root causes of our analysis.

2.4.2 Clustering Algorithm

The purpose of the clustering is to partition the data into K clusters. The
aim is to ensure that the clusters obtained at the end of the partition pro-
cess have maximum similarities within clusters and minimum similarities
between clusters. It is important to support the root cause analysis pro-
cess by dividing our data into two clusters. The number of clusters can be
achieved by drawing cluster plot on R. There is only one sharp decrease and
some smooth decreases. Sharp decrease makes this data have two clusters.

When the misclassification rates of each cluster without including low,
mid, and high temperature predictors, the lowest misclassification rate is
obtained as 0,2608. From all clustering predictors, the best clustering pre-
dictors are respectively pull point 1, pull point 2 and gasket variables. R
prepares predictors table which gives information about the situations where
at least one of the three predictors we found in the best cluster is absent.
These predictors may cause another root cause when they come together.
When these data applied on R, without temperature regressors, the train
misclassification rate is 0,4239. When the misclassification rate table is
considered, the best subset is on the red row whose cross validated misclas-
sification rate is 0,25.

2.4.3 K Nearest Neighbour

The KNN algorithm assumes that similar things exist in close proximity.
In other words, similar things are near to each other. By obtaining the real
data, we moved on to make analysis with KNN.

We try to get K value that gives lowest error while we get K values for
all subsets of the dataset. To do this, we store the misclassification rates
of the all 16383 subsets. When the temperatures are included, the perfect

24



KNN prediction can be obtained. As a result, the the dimensions of well
measured in the area 1 of the seal, door type (whether inline or rotary) and
low temperature directly affect the accuracy of the grouping the data.

To select the K that is right for our data, we run the KNN algorithm
several times with different values of K and choose the K that reduces the
number of errors we encounter while maintaining the algorithm’s ability to
accurately make predictions when it is given data it has not seen before.

As we know that the loop we made gives us the lower misclassification
rate, we can hypothesize that these three predictors have more importance
and one can conclude that these can be the real reasons why we faced such
problem. According to the information we acquired from the industrial
advisor, they also suspect from the temperature and door type and they
decided to change the inline door type. Low temperature should not be
understood that lower temperature gives defective item. It should be un-
derstood that we can divide the group in terms of whether these variables
are 1 or 0.

It can be seen that the dimensions of well measured in the area 2, 3 and
4 of the seal, directly affect the accuracy of the grouping the data. As we
know that the loop we made gives us the lower misclassification rate, we
can hypothesize that these three predictors have more importance and one
can conclude that these can be the real reasons why we faced such problem.

2.4.4 Random Forest Classification

Another algorithm we used to determine which variables are affected by our
dependent variable “error” is the Random Forrest classification algorithm.
We also used this algorithm to confirm the results we found as a result
of KNN and obtain more accurate results. Random forest is a Supervised
Learning algorithm that uses ensemble learning methods for classification
and regression.

Due to the effect of temperature on the accuracy rate of the data pre-
vents the algorithm from working correctly. The temperature factor inde-
pendently generated data were converted to CSV format and were run in
Random Forest algorithm. The importance scores were calculated with an
accuracy rate of 92.85%. As a result, it was determined that the importance
scores of the 2" and 3"¢ seal well measures were the highest.

Overall error rates of the methods that we have used can be seen in
Table 2.1.

2.4.5 Kernel Support Vector Machines

Another method that we used to determine which variables have the most
significant effect is the SVM Kernel method. By using the real data, we
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Method Accuracy

Methods Best Output Rate
K-nearsst Neighbors Seal well Measure 2, 3, 4 %97
Algorithm
R““dmi Forest Seal well Measure 3, 2 %92
Algorithm
Clustering Algorithm Seal well Measure 1, 2 and %73

gasket ftype

Bayesian Logisfic Pull Point 1, Seal well 4

Regression
Kemel Support Vector Seal well 3,4, gasket and door
X %87.6
Machine type

Table 2.1: Method accuracy rates

made analysis with Kernel which takes the data as an input and transform
it into the required form. We tried to reach the Kernel matrix to summarize
the similarity measurements. When we applied the Kernel function to the
made up data, the important variables are seal well 2,3 and 4 are obtained.
Unlike that when the real data are used some extra variables are found
significant. Additionally to the seal well 2,3 and 4 gasket, door, thermoform
and pull point 1 have a significant effect.

2.5 Decision Support and Implementation

An important output of this project is a user interface (UI) accessible for
company engineers. Detecting similar problems from data set with our ma-
chine learning algorithms is our motivation. An engineer can upload an
Excel file to Ul, which is generated by Shiny and can obtain the most sig-
nificant subsets as the possible root causes from each ML method with their
accuracy rates. Until the solution of this root causes are found, the engineer
can add the specific dimensions of the material and see how probably an
error occurs due to this material. It provides both frequentist statistical
models and Bayesian logistic regression. Decision support system screens
can be seen in Figure 2.2.

2.6 Benefits to the Company

By implementing our test approaches to the possible root causes, the main
reason for the gasket gap problem can be found. After the main cause is
determined, the test methods, algorithms and problem solving approaches
can be applied to get the solution. In this way, positive progress can be
achieved in terms of minimizing customer complaints and reducing the cost
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Screen 2: Table screen Screen 3: Bar plot screen

!

Screen 3: Rar plot screen Screen 4: Bayes screen

Figure 2.2: User interfase to decision support system

of defective products.

2.7 Conclusion

Throughout the project, we aimed to decrease the customer complaints
due to gasket gap error. We analysed complaints and company processes
to understand the root causes. Due to our analyses that we did by using
Excel, Python and R, we represented the interactions between possible root
causes to get the accurate root cause. With the decision support system,
we aimed to serve a user interface that gives the root cause of complaints
by the given data to the company representatives.
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3 Depo Alaninin Verimli Kullanimini
Saglayacak Karar Destek Sistemi

Aselsan

Proje Ekibi
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Arca Sahin, Zeynep Tiirdii, Mehmet Cagan Yurtcan

Sirket Danigmani Akademik Danigsman
Cansu Ulukaya Dog. Dr. A. Selin Kocaman
Depo ve Stok Yonetimi Kidemli Endiistri Miithendisligi Boliimi

Uzman Miihendisi

Ozet

Bu proje Aselsan Rehis ambarinin hazirladig: kit sayisini arttiracak bir ka-
rar destek sisteminin geligtirilmesi iistiinedir. Temin edilen veriler 151g1nda
hazirlanan karar destek sistemi, her ig emrinde sik kullanilan malzemeleri
belirleyerek, ayni is emirlerine ait tiriin kiimelerine erigim hizimi artirarak
kit hazirlama iglemini hizlandirmayi hedeflemektedir. Karar verme stireci,
en iyi malzeme eslegtirmelerini apriori algoritmasi ve hiyerargik kiimeleme
algoritmasi kullanarak, depo iginde en uygun yerleri bulmaya odaklanir ve
hazirlanan kitlerin sayisini artirmayi hedefler. Boylelikle sistemin perfor-

mans Olclisii olan zaman acisindan sirkete fayda saglayacaktir.

Anahtar Sozciikler: Kiimeleme, Ui§ik Malzemeler, Kitler, Karar Destek

Sistemi, Depo, Kardex.
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Decision Support System for the Efficient
Usage of Storage Yard

Abstract

This project is primarily about the development of a decision support system
that will increase the number of kits that are prepared according to received
work orders from Research and Development department in Aselsan Rehis.
Based on the data provided by the warehouse manager, Bill of Materials
(BOM) of each work order is analyzed to maximize the number of kits
prepared. By determining the frequently used material pairs in each work
order, the provided decision support system aims to maximize the number
of kits by finding clusters based on products belonging to the same work
orders in a shorter amount of time. The decision-making process focuses
on finding the best material pairings based on the appropriate clustering
methods which are apriori algortihm and hierarchical clustering algorithm
to achieve a faster allocation system of materials. Feasible material pairings
will provide optimal locations inside the warehouse which will increase the
number of prepared kits that will eventually benefit the company in terms
of time, which is the performance measure of the system.

Keywords: Clustering, Material Pairs, Kits, Decision Support System,
Warehouse, Kardex.

3.1 Company and problem description

ASELSAN is the biggest defense company in Turkey, which meets the com-
munication needs of the Turkish Armed Forces Foundation. It was estab-
lished in 1975 and has been functioning to provide a wide product portfo-
lio including communication and information technologies, radar and elec-
tronic warfare, electro-optics, avionics, unmanned systems, land, naval and
weapon systems, air defense and missile systems, command and control sys-
tems, transportation, security, traffic, automation, and medical systems. In
the ASELSAN depot, there are a variety of materials that are stored in
shelves and Kardexes, waiting to be prepared into kits to serve the work
orders of System Application and Product in Processing (SAP) system and
Material Requirements (MR) form coming from employees of various de-
partments. The warehouse has a project-based system and the orders are
prepared after the production plan is revised. Due to uncertainty of the
requirements of a project, there exist materials supplied but not used yet.
This uncertainty results in some overload problems and possible bottlenecks
inside the warehouse.

Currently, the kit preparation staff can prepare 1200 kits daily. The
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lhs rhs support confidence coverage 1ift count

{AC-7759-0018} => {5865-7759-3110} ©.003459201 1.0000000 ©.003459 287.7395 214
{5865-7759-3110} => {AC-7759-08018} 0.003459201 ©.9953488 ©.003475 287.7395 214
{5840-7914-0013} => {5840-7914-2000} ©.002537825 1.0000000 ©.002537 394.0382 157
{5840-7914-2000} => {5840-7914-0013} ©.002537825 1.0000000 ©.002537 394.0382 157
{5840-7914-0013} => {AB-7914-0011} 0.002537825 1.0000000 ©.002537 341.79%901 157
{5840-7914-2000} => {AB-7914-0011} 0.002537825 1.0000000 ©.002537 341.7901 157
{M]-0000-6099} => {MK-0000-2141} 0.002570154 1.000000Q ©.002570 334.4000 159
{MM-7770-0023} => {MM-7770-0024} 0.002893444 1.00000080 ©0.002893 317.2513 179
{MM-77706-0023} => {MM-@000-1044} 0.002844950 0.98324082 0.002893 169.4350 176
{MM-77706-0024} => {MM-e000-1044} 0.003103582 0.9846154 ©.003152 169.6720 192

Figure 3.1: Summary of some rules of subset size two

problem of the kit preparation process is that only SAP suggestions are
considered rather than following a complex analysis particularly focuses on
material allocation inside the warehouse. Since those grouped materials are
feeding the production lines of the factory, it is essential to optimize the
preparation time by making the necessary items ready at planned times
with the least tardiness. The efficiency of the system outcomes is directly
correlated with the material grouping pace, which is affected by the location
of the materials in the warehouse. The performance measure of the prob-
lem is the number of kits prepared daily which is affected by the adequacy
of the material allocation plan of the warehouse. This project will serve a
Decision Support System to dynamically allocate the materials into appro-
priate places to avoid time inefficiency. This way, the production line will be
enhanced and fastened. Within the scope of this project, the storing units,
namely the Kardexes and the shelves in the warehouse will be organized in
accordance with the relationships between frequently used materials.

3.2 Proposed model and system

To locate a material, its size and the availability of the storage units are
essential. Every work order includes a BOM list which indicates the ma-
terials and necessary quantity to prepare the associated kit. After various
aspects and approaches are investigated and the data given by the company
is analyzed, the methodology is determined to be using the Apriori algo-
rithm in R to reveal the relationships between frequently used materials.
The material groups are clustered by using the feasible Apriori clustering
algorithm. From the data set that we evaluated, we sorted the materials
in the BOM lists of all the work orders and clustered them according to
the outcome of the Apriori algorithm. By using those sorted BOM lists, we
evaluated all the lists and tried to find how frequently the specific materials
are used together under different work orders. After the investigation of the
material lists and their relationship (Figure 3.1), we determined the conve-
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Figure 3.2: A visualization of materials relation

nient allocations to place the materials into the Kardex systems and shelves.
Frequently used materials will be stored together and the total time for the
preparation of a kit will be minimized by crosswise Kardexing which will
allow the project to achieve the objective of constructing the most efficient
allocations.

Once the relationships were revealed (Figure 3.2), we planned to make
an interface for the company in which they will be able to see the candi-
date possible locations for materials. This system works with taking into
account the possible locations in which the materials are used during pro-
duction. The major constraints in this process were the immobile materials
and materials that can only change locations within a range. Some ma-
terials could move only inside the Kardex or shelf that they were already
being stored. We created a new Excel file containing 42381 distinct mate-
rials that are currently stored, taking into account the probable addresses
and material categories that are not available to changing position in the
warehouse. There are approximately 39000 transactions within 2.5 years. It
is interpreted that the warehouse turnover rate is nearly two years. In this
file, there are only materials which we can determine the exact sizes (storage
unit types). We also indicated possible locations as shelves and Kardexes
and specified each of their compartments that will store the materials. The
candidate locations are Kardexes with various types and there are 53 main
addresses in total. The number of floors of these main addresses differ.
Moreover, the materials that required special storage units like chemicals
and humidity cabinets were taken out of the system.

For temporary acceptance areas, microwave and humidity cabinets, ma-
terial allocations can only be changed among themselves. Our aim is to
locate materials that have a relation at the same main address and at the
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Figure 3.3: Visualization of strength of the rules

same floor or alternatively, to locate them in different main addresses. The
benefit of putting them in different main addresses will be the reduced time
it will take to gather the materials for a kit. In other words, it is planned
that the materials that have a relation will not be placed to the various floors
of the same main address (cross-Kardexing). To keep track of the remain-
ing capacity of locations, we will be subtracting the material that is already
placed in location X from the total capacity of that location. The system
will then take into account the capacity constraints, too. For this purpose,
we considered the sizes of materials and calculated how many materials will
fit into a specific location. According to material size, association rules and
capacity constraints, the decision-support system will provide suggestions
of possible locations for any material. When the algorithm is run once more
and adapts the allocations to the recent work order data, first our tests in
R will be run to reveal the association rules with recent work orders. The
association rules will be exported to an Excel file. Considering these rules,
we will suggest candidate locations of recent data.

3.3 Validation of the approach

The strength of association rules between materials are indicated with the
support and confidence levels of the Apriori algorithm (Figure 3.3). Mea-
sures that are used in apriori algorithm are support, confidence and lift.
The frequency of occurrence of items is the support value. The confidence
measures how often A and B occur together based on the number of A
occurring. Lift is one of the correlation measures of the relation between
items.

The validity and significance of the association rules stem from the fact
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Figure 3.4: Histogram of materials frequency in data

that the investigated rules include materials that have the highest frequen-
cies in the analyzed work orders. The frequency of the most frequent ma-
terials are shown in the histogram in Figure 3.4. After investigating the
association rules we tested in R, we confirmed that the effect of these rules
will be in correlation with the show up values of materials. Validation was
done in three different ways. The first way followed was using Excel manu-
ally to check whether the association rules obtained from the code in R were
meaningful. The support, confidence and lift values were double-checked.
By using handwritten formulas of support, lift and the confidence values are
recalculated. These values are also consistent with the R results. In addi-
tion to these findings, we sorted the lift values in ascending order, we ended
up with the same sorting with R. The second validation we made was using
a simulation in Arena to check whether the proposed system would decrease
the kit preparation time. Analyzing randomly picked association rules, we
recorded the real (under the existing allocation plan) and proposed (under
the new allocation plan we propose) times inside the Arena Simulation and
observed that the average increase in efficiency for all rules is 13.47%. In
other words, the new proposed allocation of the warehouse will enable an
increase in the number of kits prepared. The third way of validation was by
using Python and checking the accurateness of the association rules. It was
again observed that the rules were as strong as the system required, with
aimed support and confidence levels.

With the current application of the algorithm, the minimum confidence
level is taken as 0.98 and the support value under this confidence is taken
as 0.00073. The confidence values vary between 0.98 (min) and 1 (max).
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The mean is observed as 1 and the median is observed as 0.9968. For the
minimum support value of 0.0073; lift values varied between 14.33 (min)
and 134.2 (max). The mean and median are 49.56 and 48.24, respectively;
see Figure 3.5 (Amiry, 2015).

3.4 Integration and implementation

We have received distinct dimensions of every material, the available ware-
house locations and the Warehouse Size Type (WST) dimensions from the
given Excel file. The WST dimensions have been compared with the sizes
of materials. A macro code that converts bill of materials in each work
order has been written and the output of macro code is applicable for R or
Python to give an output. Apriori algorithm is worked in R and Python
and gives the association rules according to predetermined support and con-
fidence level. The program is able to extend the number of association rules
by changing the support and confidence values. After the comparison, the
identified relations (association rules) have been applied to the system of
material size and location comparisons.

In the first part of our implementation plan,material sizes are compared
to dimensions of possible warehouse locations —if it is applicable to empty
the convenient locations inside the warehouse— that are suitable for realloca-
tion, the materials will be reallocated on Kardexes and shelves considering
the relations amongst them (association rules). After the first step, we will
be providing the company with a DSS which will be practical to use as a
dynamic algorithm. Aselsan is a defense industry company and therefore
the company has strict restrictions considering security procedures such as
the inability to connect to the internet from the warehouse. Thus, Aselsan

" {r}

summary(association.rules)

set of 93999 rules

rule length distribution (1hs + rhs):sizes

2 3 4 3 6 7 8 9 10 1ba B 1 2]
38 748 4278 11994 20630 23637 18492 9881 3489 740 72
Min. 1st Qu. Median Mean 3rd Qu. Max
2.000 6.000 7.000 6.909 8.000 12.000
summary of quality measures:
support confidence coverage 1ift count
Min. :0.007306  Min. :0.9800 Min. :0.007306 Min. : 14,33  Min. s 452,
1st Qu. :0.007355 1st Qu. :0.9937 1st Qu. :0.007371 1st Qu.: 36.54 1st Qu.: 455.
Median :0.007452 Median :1.0000 Median :0.007484 Median : 48.24 Median : 461.
Mean :0.007560 Mean :0.9968 Mean :0. 007585 Mean : 49.56 Mean . 467.
3rd qQu. :0.007662 3rd Qu. :1.0000 3rd Qu. :0.007678 3rd Qu.: 63.03 3rd Qu.: 474.
Max. :0.028854 Max. :1.0000 Max. :0.029436 Max. :134.20 Max. :1785.

Figure 3.5: Apriori’s output summary in R
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generally uses Excel. To implement this algorithm, a company should have
access to either R and Python. However, due to the easier implementation
opportunities of R, it is highly recommended to use this software. Python
was used to double-check the accurateness of the outcome. Based on the
past data and statistical parameters that we determined, the algorithms
find the relationships of some frequently used itemsets. These materials’
relationships are either not considered by the company or there has been no
action taken to replace them according to their relationships. The analysis
is aimed to reveal these material relationships. As an output of the imple-
mentation of Apriori algorithm, the relationships between the materials are
discovered. Similarly, with the VBA code, it is observed whether the current
addresses in the warehouse are ideal or not. In the first part of our imple-
mentation plan, material sizes are compared to the dimensions of possible
warehouse locations that are suitable for reallocation, and the materials
will be suggested to be reallocated on Kardexes and shelves considering the
relations that has been found by R.

3.5 Benefits to the company

The main motivation of the project is to decrease the cycle time of the
kit preparation process. Therefore, an increase in the number of kits that
are prepared is aimed. For this purpose, the Decision Support System is
developed in a way that is specialized to ASELSAN. It is specified according
to the ASELSAN Rehis facility. The expectation of the company is to
reallocate a desired small number of materials which will make it possible for
material handling, due to the fact that changing locations of more materials
would cause harder tracking and a less applicable reallocation plan. The
provided plan should be feasible and easily handled by the company for
implementation to avoid interrupting the daily routine of the warehouse
operations. The tracking of materials will also be easier. We tried to obtain
maximum effect with minimum handling inside the warehouse. It can be
emphasized that we have reached more than 23% of the transactions by
handling 0.5% of all materials which corresponds to 214 frequent and related
materials.

With a more efficient allocation plan for the materials in the warehouse,
the number of kits prepared daily would gradually increase in time. Further-
more, finding out the relationship of the materials eliminates the system’s
current problem of bottlenecks. The candidate locations for the materials
that we have provided will be applied for reallocation of related materials.
The existing materials are going to be used for the production while the new
arriving materials are being placed to the empty addresses. The objective is
to locate the materials that have a relation at the same main address and at
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Figure 3.6: Representation of current replacement of the warehouse

the same floor or, alternatively, to locate them in different main addresses.
The benefit of putting them in different main addresses will be the reduced
time of preparing a kit because of the elimination of shelf changing time
of Kardex’s. The main aim is to reallocate the materials to their proposed
places as the optimal storage areas are emptied in time. The effect of the
new designed plan is expected to benefit in a longer run as the produc-
tion is based on the projects and that the turnover rate of the warehouse
is short, therefore, to observe the effect of the decision-support system is
hard, but the effect will be beneficial in the long run. When the new system
is applied, it is not quantitatively possible to compare the current and the
new system because the new suggested plan cannot be physically seen and
analyzed before changing the allocations in the warehouse. This is the main
reason behind the simulation analysis we conducted.

Though,our industry advisor stated that they can be implemented, the
performance of the plan cannot be measured in the short term inside the
warehouse. In order to measure the improvement, we selected work orders
randomly. Simulation is used for quantifying the selected representative
subset of forecasted work orders which are the association rules we ob-
tained. The simulation takes into account not only the placement of the
Kardexes, but also the time elapsed during the walking period (Figure 3.6).
As a result of our analysis, we can say that there can be approximately
13.47% improvement, and this number will gradually increase as the Deci-
sion Support System progresses.
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3.6 Conclusion

Throughout the project, we tried to satisfy the company’s expectations as
much as the system allowed us to do so. By using Apriori algorithm, relevant
statistical inferences are obtained to reveal the relationship between the
materials that are frequently used together in the work orders. This way,
the company will be provided with a more efficient layout plan to reallocate
Kardex and shelf placement. As a result of these changes, the process of
placing the newly arrived materials in the warehouse will be faster and
more efficient. We will be maximizing the number of prepared kits, thus
eliminating the current system’s problem of bottlenecks.

With this project, a Decision Support System for the company to allo-
cate the materials with regard to constraints regarding mobility activities,
the sizes of materials and the association rules between the materials will
be provided within the scope of their project-based working discipline. A
further improvement to increase efficiency could be enabled if the warehouse
could be totally emptied. However, under the current circumstances, the
allocations could be re-organized to some extent as the materials are used
in manufacturing processes. A gradual increase in efficiency is expected,
which serves the purpose of the project and meets the constraints of the
mobility in the warehouse.
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4 Depremden Sonra:
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Ozet

Deprem bolgesindeki sehirlerde, depreme karsi cevap verilebilirligi artirmak
6nemlidir. Proje, Istanbul’da beklenen depremden sonra Fatih’te herhangi
iki nokta arasindaki kisa ve giivenli yollar1 bulmay1 amaclamaktadir. Prob-
lem, iki amag fonksiyonlu en kisa yol bulma problemidir. Fatih bélgesi, her
ayrit tizerinde risk ve mesafe olmak tizere iki agirlik parametresi bulunan bir
agla temsil edilmistir. Risk parametreleri belirlenirken o ayrit iizerinde bu-
lunan binalarin ozellikleri ve depremle ilgili parametreler dikkate alinmistir.
Veriye bagimliligi azaltarak genellenebilir kilmak i¢in ¢aba harcanmistir.
Tamamlanan agdaki herhangi iki diigiim arasindaki Pareto optimal yollar
bulmak icin agirlikl toplam skalarizasyonu uygulanmistir.

Anahtar Sozciikler: Deprem, insani yardim operasyonlari, afet yonetimi,
afet cevap verilebilirligi, iki amag fonksiyonlu en kisa yol bulma problemleri.
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The Way: “Safest” Way Out
Abstract

In earthquake-prone cities, it is crucial to have a post-disaster plan to mit-
igate the disastrous effects of the earthquake and increase disaster respon-
siveness. This project aims to find the shortest and safest path between
any two points in Istanbul, Fatih area after the realization of an earthquake
scenario. Therefore, the problem is a bi-objective shortest path problem.
To solve the problem, Fatih is represented as a network with two weights
on each edge: risk and distance. While defining the risk parameter on
edges, attributes of the buildings such as their heights, construction types,
age, and various earthquake-related parameters are considered. A regres-
sion model is constructed, and the k-nearest neighbor algorithm is used to
enable the application of this methodology outside Istanbul by reducing its
data dependency. A Python code is used to build the network and assign
arc parameters according to the earthquake scenario. Once the network is
complete, weighted sum scalarization is used to find Pareto optimal paths
between any two points in the network.

Keywords: Earthquake, humanitarian operations, disaster management,
disaster responsiveness, bi-objective shortest path finding.

4.1 Problem Definition

Sustainable Development Goals Artificial Intelligence Lab (SDG Al Lab) is
one of the initiatives hosted under the United Nations Development Pro-
gramme’s (UNDP) Istanbul International Center for Private Sector in De-
velopment (IICPSD) (SDG Al Lab, 2022b). Primary goal of the SDG Al
Lab team is to research and provide advisory support on digital solutions
like artificial intelligence and machine learning to achieve sustainable devel-
opment goals. They also contribute to the inclusion of the private sector for
resilience and crisis response by specializing in disaster preparedness with
assistance from private sector stakeholders (SDG Al Lab, 2022a).

In Turkey, seismologists have been warning the government and citizens
for a long time now about a major earthquake that will strike Istanbul in the
near future. Therefore, having an immediate response plan right after the
earthquake is crucial. One of SDG AI Lab’s latest endeavors is to harness
the potential of AI and machine learning technologies to unite families and
loved ones after the disaster by providing them with safe and quick paths
to travel. For this problem, SDG Al Lab proposed a solution statement
inspired by the solution developed by a collaborative platform focused on
solving problems with AI, called Omdena. (Mercian, 2021). This study is
the starting point of our project.
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Our project aims to find shortest and safest paths in Fatih, Istanbul,
after an earthquake, by solving a bi-objective optimization problem. The
previous solution methodology of SDG Al Lab inspired by Omdena is lim-
ited as their definition of safeness considers only the density of surrounding
buildings and the width of the roads, but no parameters related to the
ground structure, earthquake, and properties of the buildings. Therefore,
our goal is to develop a risk measure that incorporates this information and
to come up with a model that can find the safest and shortest Pareto op-
timal paths between any two locations using the network representation of
Fatih with two weights defined on each arc (distance and risk). The total
distance and risk score for each alternative path proposed is also provided.

4.2 Proposed Solution Strategy

To propose a solid solution strategy, we defined our assumptions about the
system and the restrictions we would face. Accordingly, we mapped out a
solution approach that we have built upon throughout the project.

4.2.1 Critical assumptions

While representing Fatih as a network, roads and streets were denoted as
arcs, and the starting and ending points of these arcs were denoted by nodes
in the network.

We focused on safety hazard risks caused by the possibility of buildings
collapsing or debris falling on the people passing by. However, we did not
consider other safety hazard factors regarding utility systems such as water
lines, gas pipes, oil pipelines, and electric power systems.

In line with the SDG Al Lab’s aim, we provided the shortest and safest
paths for pedestrians. We did not assign people to paths or consider effects
like congestion but only offered alternative paths between two chosen points
in the network.

4.2.2 Major constraints

We did not have real-time data on blocked roads while providing the paths,
so we did not consider the effects of any possible aftershocks on the path.
Therefore, the methodology we constructed simply offered the safest and
shortest paths right after the earthquake. This is a significant constraint
for the precision of the solution; thus, to reduce the effect of this constraint,
we worked with probabilistic models.

Moreover, roads blocked by a collapsed building restrict the feasibility
of following the path. In other words, if a building collapses and blocks a
road, according to the extent of the blockage, we were not able to use that
road while constructing paths.
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4.2.3 Objectives

Our objective was to provide the safest and shortest paths between two
locations in Fatih, Istanbul after an earthquake.

We had two main objectives in our solution approach: minimizing risk
and distance in order to construct a path between any two given points.

4.2.4 Solution approach

The first step in our solution approach was data collection. This step in-
cluded collecting data about buildings in Fatih, like building heights, con-
struction types, ages, and the geological parameters, together with the col-
lapse probabilities of buildings. The gathered data were reliable as we ob-
tained them from Istanbul Municipality Earthquake Directorship’s research.

After the data collection, we developed a regression model for obtaining
the building collapse probabilities if such sophisticated data are absent. We
aimed to make sure that the methodology that we are presenting applies to
other cities in the world. Our work on such customization will be explained
in detail in Section 4.3.

To obtain the road blockage probabilities from the building collapse
probability data, we considered the event that collapse of a building may
cause a road to be blocked. We coded a model in Python which calculates
the road blockage probabilities considering the positions of the buildings.
As a result, we computed road blockage probabilities from the collapse prob-
abilities of the buildings in our network.

After calculating the road blockage probabilities, we assigned the dis-
tance values of the roads in the network. Consequently, we obtained a
network representing Fatih, with two parameters on each arc: distance and
risk. We used weighted sum scalarization by Ehrgott (2000) to solve this
bi-objective shortest path problem to obtain the Pareto optimal paths be-
tween any two points. A flow chart that explains our conceptual solution
model is provided in Figure 4.1.

Arc Blockage Model

Our arc blockage model aims to obtain road blockage probabilities using
building collapse probabilities gathered in the data collection stage. We
used the methodology from Yamamoto and Li (2017) in this model.

To calculate arc blockage probabilities, we initially assigned buildings to
arcs by determining a threshold distance for each building. Then buildings
whose distances to roads are below threshold were assigned to the closest
arc. We assumed threshold value to be 3 meters multiplied by the number of
floors of the building of interest. To obtain road blockage probabilities, we
considered the event that blocks a road, which is the collapse of a building.
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Figure 4.1: Flow chart of our conceptual solution model

Bi-objective Shortest Path Algorithm

In the weighted sum scalarization,we defined weights for our risk and dis-
tance objectives, and minimized a single objective function. We denoted
the objective function for distance as f;(z) and risk as fo(z). The risk score
of a path was calculated as multiplying the probabilities that each of the
arcs on that path will not be closed, and taking the negative of its base 2
logarithm of this multiplication. Therefore, the objective was to minimize
afi(@) + (1 - a) fo(x).

In the algorithm, we increased the weight for risk objective with an in-
crement of 0.002, and decreased the weight for the distance with the same
increment. As a result, we obtained 500 Pareto optimal points. We assume
that, even if this method provides only a set of weakly non-dominated so-
lutions, it will give a clear indication of the safest and shortest paths. The
risk and distance values of the Pareto optimal paths between two sample
points can be seen in Figure 4.2.

4.3 Customization

One of our aims in this project was to develop a framework that will help
us accommodate our solution methodology in different cities worldwide. As
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Risk and Length for Efficient Paths

Length

Figure 4.2: The graph shows the risk value and the length of each Pareto
optimal path between two sample points

our solution requires some input data, we developed methods to overcome
our model’s dependence on specific and sophisticated data such as building
heights. Therefore, we minimized the number of data required.

One of these methods that we have developed was a regression model to
predict the buildings’ complete and heavy damage probabilities as they are
the reason for most road blockages and debris scattering after an earthquake.
We constructed this model to predict the heavy and complete damage prob-
abilities so that our solution applies to the other parts of the world where
the damage probability data are not readily available. While constructing
the model, we have also minimized the number of metrics that the regression
model would depend on for the ease of implementation in other locations.

To test the prediction performance of the regression model, we separated
the data we had for Istanbul into two parts. We had a 50/50 split for test
and training data, following a conservative approach. Our model predicted
the complete and heavy damage probabilities with a minimal error. The
final model captured more than 99% of the variation in the test complete
damage probabilities, with a 0.00168 mean absolute error and a maximum
absolute error of 0.108.

Next, we worked on the case where the data on building height are
missing. We utilized a distance-weighted k-nearest neighbor algorithm with
the value of £ = 5 to predict building heights. We first used the median
height value and then implemented the weighted kNN algorithm to replace
the missing building height values.We observed that the algorithm led to a
significant improvement and reduced the difference of risk scores between
the full data model and the limited data model.
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Figure 4.3: Comparison of the risk measures of trials paths provided by
Bilkent and UNDP measures

4.4 Validation

Our aim with the validation process was to obtain logical results for both
objectives when comparing our solution with the existing solution of SDG
Al Lab. To do so, we received several paths along with their calculated
risk scores and distances from SDG AI Lab. We ran the algorithm with
these provided paths and compared the objectives. The shortest paths we
obtained had the exact same distance values and followed the same roads
as the current solution. This comparison showed us that the two solutions
worked towards the same goal of minimizing the distance.

To compare the risk measures, we found the risk values of the paths
provided to us using our methodology. After plotting the two risk values for
the trial paths, we observed an evident increasing linear relationship. The
comparison plot can be seen in Figure 4.3. While the risk values do not
exactly mirror one another due to the different measures used, the positive
correlation between the two risk calculations shows that our methodology
is in line with theirs. 4.4 and 4.5, respectively.
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Figure 4.4: The map conveys the risks of the roads in Fatih district where
the color red shows high risk and blue shows low risk

4.5 Benefits to the Organization

The current solution of SDG Al Lab utilizes a single, deterministic network
where all the arcs are available. Whereas in our solution, some arcs can
be excluded from the network if required. The risk scores of the arcs are
only based on the road width and the building densities in the current
solution. However, in the case of an earthquake, those measures may not
be adequate to define the risk. While defining the risk, our solution considers
the probability that a building can collapse and block an arc.

Moreover, since the current solution methodology of SDG Al Lab is
deterministic, risk scores assigned to arcs remain the same regardless of the
earthquake scenario. However, in reality, damages to the buildings change
according to an earthquake scenario; thus, road blockage probabilities are
subject to change. Our solution assigns risk scores to the roads according to
the earthquake scenario studied by experts in this field, making our solution
methodology more sensitive for direct effects of road blockage caused by the
realization of the earthquake scenario. The current solution of SDG Al

45



0-3 2L S

4103

A
L)

41.02

¥ < 3
Istanbuily THEAT Parki

41.01 =\

L

&5
5
Kennedy=C2

41.00 Yenikap: miti

28.92 2893 28.94 28.95 28.96 2897 2898 28.99

Figure 4.5: The blue line conveys one of the paths between two sample
points found with our solution

Lab provides the shortest route, while keeping the sum of risks per edge as
small as possible. They use a version of a A*-PO algorithm which provides
multiple Pareto optimal solutions per step (Lavin, 2015). A cost-normalized
point is then chosen by the A* algorithm from the Pareto front.

With the help of the expanded risk measure, and consideration of an
earthquake scenario, our solution is more realistic and appropriate for the
problem at hand than the existing solution.

Sample risk map of Fatih and an alternative path found according to
our solution are presented in Figures

Additionally, we believe that network we have constructed will be ben-
eficial in other areas of post-disaster management for planning a disaster
response mechanism after an earthquake. For instance, network can help
determine crucial roads in the district to get from one place to another,
which is useful while deciding on the roads to clear out first to send help.

4.6 Implementation and Conclusions

Implementation process consists of sharing our Colab notebook with SDG
Al Lab. They wrote a tool with Streamlit and chose to use our code as it
is. Thus SDG AI Lab did not request us to construct a user interface. They
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will add our solution to their coding environment. In our Colab notebook,
we converted our method into flexible functions for ease of use.

To conclude, our solution provides a more composite risk measure than
the solution by SDG Al Lab as it incorporates different attributes. We can
provide Pareto optimal paths between any two points, which gives flexibility
to the user when deciding on a path to take. Moreover, in case of a blockage
in the chosen path, the algorithm can be re-run to find another path to the
destination point. Our solution also gives a framework to follow when the
input data are insufficient or missing, allowing the solution methodology to
be generalized to other locations.
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5 Dis Lojistik
Milk Run Sistemi Tasarimi

Arcelik Kurutma Makinesi i§letmesi

Proje Ekibi
Ekin Dalkihig, Cagan Yigit Deliktas, Neslihan Dogan,
Sarp Bora Ilhan, Eda Kutlubay, Deniz Ramazanoglu, Ahmet Uslu

Sirket Danigmani Akademik Danigsman
Aycan Parlak Prof. Dr. Oya Ekin Karagan
Kidemli Uzman - Uretim Endiistri Miithendisligi Boliimi
Miihendisligi
Ozet

Arcelik Kurutma Makinesi Igletmesi tedarik siirecinde Tam Zamannda
Methodu'na gecis yapmistir. Fabrikaya parcalarin erken ve fazla miktarda
gelmesi tam olarak bu metoda uymamaktadir. Ek olarak, sevkiyat prog-
ramlarinda c¢akigmalarla, kamptis ici arag trafigiyle ve yiikleme/bindirme
bolgerinde asir1 stoklamayla karsi kargiya kalinmaktadir. Bu projede, olasi
¢oziim yaklagimlarindan Milk Run sistemi endiistri miihendisligi perspek-
tifiyle tartigilmakta ve etkin bir karar destek sistemi kurularak girketin dig
lojistik operasyonlarindaki verimliligini artirmak amaglanmaktadir.

Anahtar Sozciikler: Ulagtirma Bilimi, Yéneylem Aragtirmasi, Perfor-
mans lyilegtirme, Siire¢ Analizi, Nakliye Programi, Tedarik Zinciri, Milk

Run
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Design of Outbound Milk Run System
Abstract

Argelik Dryer Factory recently initiated a transition to the Just-in-Time
Method in the supply chain process. Parts coming to the facility early
and in large quantities do not comply with the Just-in-Time method. In
addition, the factory faces conflicts in the shipment schedules, vehicle traffic
in the campus entrance and excessive inventory in the loading and unloading
zones. This project intends to improve the outbound logistics operations of
the company by discussing one of the probable solution approaches, Milk
Run system, through an industrial engineering perspective and constructing
an effective decision support system.

Keywords: Transportation science, operations research, performance im-
provement, process analysis, transportation schedule, supply chain, milk
run.

5.1 System Analysis and Problem Definition

Arcelik was founded in 1955 by Vehbi Koc and Liitfi Doruk in Istanbul.
Initially, Arcelik produced white appliances such as washing machines, dish-
washers, freezers, and air conditioners. However, they diversified their prod-
uct types in time. The Consumer Confidence Index of Arcelik in Turkey in-
creased by 5.6% in September 2020 compared to the same period of the pre-
vious year and its wholesale white goods sales grew by 4.5% in Turkey, main-
taining its leadership in the white goods market. Furthermore, Arcelik’s
Beko brand is in second place in terms of total market share in the Euro-
pean market. The total number of white goods production in domestic and
foreign factories reached 14,325 units in 2020.

In 2007, Arcelik entered the dryer sector. Arcelik currently produces 3
types of drying machines. These are the air vented filter dryer, condenser
dryer, and heat pump dryer. However, as the air compressor filter dryer is
not preferred by customers the majority of the production in the Tekirdag
plant is dedicated to the latter two. Moreover, these two are more useful as
they do not need a rearrangement in the houses’ pipe system. Production of
these aforementioned drying machines includes many service and manufac-
turing processes that are interrelated with each other. Furthermore, each
process has a range of different sub-tasks in itself, and end products are ob-
tained by combining these different processes. In particular, the front and
back interfaces of dryers are produced with die casting in the plant while the
metal cylindrical part in the dryers is purchased in the form of thin metal
plates in rolls. These plates are cut into rectangular dimensions and their
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shapes are converted to cylinders with a press machine and the two ends are
riveted together with heat in the reshaping process. In other words, while
some of the byproducts are produced in the factory from raw materials,
some parts such as compressors are supplied directly as end products for
drying machine production. The supply system is the most crucial of these
operations as it determines the production schedule. Electronic supplies are
mostly provided by suppliers in the Far East and Europe whereas essential,
plastic and sheet metal supplies are provided by domestic suppliers most of
which are located around Corlu or Cerkezkoy, Tekirdag.

The Tekirdag factory has 38 suppliers and 11 of them are managed in
line with the Just-In-Time (JIT) method. These 11 suppliers located in
Tekirdag are focused on in this project. Moreover, among those suppliers,
2 of them use Arcgelik’s vehicles to send the ordered materials whereas the
rest use their own vehicles. Shipments from sub-industries to the factory
are continuous every day in different time periods.

Current system operations in Argelik Dryer Plant generate several driv-
ing forces to the problem at hand. Firstly, suppliers using their own trucks
for delivery tend to load trucks although not all of them are scheduled in
that particular time slot in order to maintain low inventory level. Therefore,
unloading time increases and stock space decreases rapidly at Argelik. This
creates congestion in the layout and disturbs the production line.

Lastly, as previously mentioned, the main facility has one gate for ve-
hicles to enter. In the facility, there are 5 unload/load zones and only one
forklift is assigned to the unload/load process per vehicle. Although up to
5 vehicles can be loaded and unloaded simultaneously, shipment schedules
may coincide for several suppliers, causing more than 5 vehicles to arrive
at the same time. Consequently, vehicles wait for each other, unload/load
times take longer than planned, and in some cases production lines need
to be stopped if a part is delayed due to traffic in the facility entrance. In
short, asynchronous shipment schedules entail the risk of interruption of
production rate and filling up the limited inventory space in the facility.

Although there seems to be a flow in this system, JIT is not conducted
properly. JIT components should be transferred to production lines upon
arriving. However, materials are stored in three stages due to capacity lim-
itation. Therefore, unnecessarily loaded trucks and bottlenecks in the cam-
pus entrance generate costs that can be prevented with systematic planning.

5.2 Solution Approach and Model

In the context of our project, a milk run system could be useful as it gathers
deliveries among suppliers and reduces the length of the overall routes.
Instead of multiple vehicles setting off from each supplier, Arcelik might

50



send out vehicles that travels between suppliers and picks up deliveries
according to the order of unloading. For instance, normally three different
trucks are required for three different suppliers. By constructing a route for
the suppliers that are close to each other, Arcelik could use less than three
vehicles. That way, reduction on the number of vehicles and consequently,
the utilization of loading and unloading spaces may be achieved.

A mathematical model is formed to optimize routes for the trucks (see
Appendix). Milk Run system might be applied to outbound logistics opera-
tions of the company to reduce the downtime in the manufacturing system.
For the delivery system, we apply Milk Run only to the sub-industries work-
ing for 24 hours. The sub-industries that are working for 16 hours are not
included to project’s scope. In particular, at certain time intervals Arcelik
and suppliers’ trucks filled with predetermined lot sizes will arrive. There-
fore, Arcelik could omit unloading excessive lots that will not be required
in the next planning horizon, and follow JIT’s basic standards. As our so-
lution method, we coded our mathematical model in CPLEX Optimization
Studio. We constructed decision variables, parameters and constraints that
address the problem definition above and we verified that our model gives
logical results. However, since the licence fees of these programs are signifi-
cantly high, we moved to heuristics, in particular Genetic Algorithm (GA).
Since we coded the algorithm in Python, it does not involve extra expenses.
GA adopts genetic operators, selection, and crossover operations over many
populations as Tan et al. (2001) assert.

To construct the algorithm, we generated the initial population by cre-
ating random routes. Each route is treated as a gene while all of the routes
as a whole construct a chromosome. Then, we checked our solutions’, the
chromosomes’, feasibility with respect to the conditions that are equivalent
to the constraints in our model. Also, we constructed a fitness function to
evaluate the solutions. A score is assigned to each resulting chromosome
via a fitness function. This function considers three different scenarios to
calculate scores according to user input. These scenarios are prioritizing
the scores that have less total waiting time of the products, ones have less
number of vehicles used per run in addition to total waiting time of the
products, and ones that has less tour duration.

Initial population members are various length artificial chromosomes
which are subjected to a selection mechanism, namely tournaments, that de-
termines parent chromosomes. In order to create offspring, we constructed
a tournament between solutions. The scores of randomly chosen solutions
are assessed and the one that has the best score is chosen as the winner
and added to the parent list. This procedure is repeated to choose the next
parent. To ensure a solution is not matched with itself in the crossover, a
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solution that is added to the parent list is excluded from the population
before the next iteration. In crossover, random positions in two parent
chromosomes are selected. The genes in these positions of chromosomes
are placed into a new chromosome and offsprings are obtained as a result.
Additionally, offsprings go through a mutation process which is swapping in-
side the random genes in an offspring chromosome with a small probability,
to explore the influence of crossover, whether the offspring is an improved
version of the parents. In genetic algorithm, Chen et al. (2010) argue that
various crossover and mutation operators may be used to solve the Simul-
taneous Delivery and Pickup Problem with Time Windows. Therefore, we
applied mutations to newly generated offsprings to help crossovers to stray
from the local optima and to possibly achieve a better performance Puljic
and Manger (2013). Then, the algorithm decides on the preferable solutions
among the population based on the best 20 score which constitutes elites as
Miller and Goldberg (1995) state. After offsprings are obtained, we merged
them with the elites to construct the next population. The same procedures,
starting with the creation of elites and the tournament until the mutation of
offsprings, are applied to the next population until a termination condition
is met. We set the terminating condition as 512 iteration limit, but it can
be changed by the user. Figure 5.1 shows the conceptual model of GA.

Generating a Random
Initial Solution

[Tournament & Parent Crossover &
Selection Mutation
Elite Selection

“\._Model Execution 4 Output

Is
ihe termination
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Next Generation
Formation

Solution Notation
Has the desired
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Figure 5.1: Conceptual model of Genetic Algorithm

5.3 Validation

To determine how one solution dominates another, we specified Key Per-
formance Indicators (KPI). We selected KPIs such that they address the
inefficiencies that were described in the system analysis. In this sense, the
number of trucks used in a run period is the first KPI. Accordingly, the
number of vehicles present in the facility at a given time is another KPI
since one of the essential aims of our solution approach is to reduce the
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campus traffic. The closeness between the arrival time of the vehicles may
indicate the intensity of the traffic in the facility. That is, the further the
arrival times apart the more the traffic in the facility is reduced. Therefore,
the waiting time, i.e., the difference between a part’s arrival time and the
time that it goes into the manufacturing line, should be minimized. In par-
ticular, the materials should not wait longer than desired in the warehouse
so that the warehouse occupancy is not increased. The compatibility of the
system to JIT can be addressed using the waiting time as another KPI since
the time difference is minimized as a result of its improvement.

These KPIs are used in calculating the improvement percentage of our
solution approach. To validate our solution approach and to persuade
Arcelik that the model we built is adequate and useful, we compared the
values of the results of our mathematical model with their counterparts in
Arcelik’s current system operation. Comparison presented resembling out-
comes with the real system under the same set of conditions. Accordingly,
daily changes and small scaled real-life inconsistencies or extreme situations
such as production disruptions were also considered as different scenarios.
We used the same KPIs for both CPLEX and the GA coded in Python. A
valid solution can be seen in Table 5.1.

Vehicles Set-off/ Arrival Routes (Letters Part Amount Picked Up
Representing From Each Supplier

Suppliers)
T1 22:40 - 23:50 O-E-B-H-O 4 crates of Part 1 from E
6 crates of Part 2 from E
3 crates of Part 3 from B
3 crates of Part 4 from H
5 crates of Part 5 from H
T3 01:15 - 01:50 O-F-H-O 1 crates of Part 3 from F
2 crates of Part 7 from H
T5 23:30 - 23:50 0-J-0 16 crates of Part 8 from J

Table 5.1: Solution Instance

To provide evidence on how reliable the GA results are, we computed
an approximation rate i.e., how far the solution obtained with GA is from
the optimal solution obtained with CPLEX. To determine the approxima-
tion rate, we arbitrarily created 7 scenarios to test with CPLEX and GA.
We diversified part demands and latest part arrivals in different scenar-
ios. Overall, the average approximation rates indicate that GA is 35,91%
far from the optimal number of vehicles that are used in a period and is
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19,65% far from the optimal total waiting time at the facility in a period.
5.4 Deliverables

A user interface is developed for suppliers. This interface is to serve as a
supply chain decision support tool for people responsible from suppliers to
access the number of trucks used in the run period, route for each truck,
and the amount of part that is picked up from each supplier in the route.
Our decision support system consists of three important consecutive steps;
accepting inputs from Excel, executing the heuristic by Python, and display-
ing the outputs to user by VBA in Excel, which can be seen in Figure 5.2.
Inputs, i.e., the parameters of the algorithm are provided by the company.
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Figure 5.2: The userform developed for Arcelik

5.5 Benchmarking and Benefits

Our aim is to contribute to the company by arranging outbound logistics
with Milk Run and thus, improving the practice of JIT and reducing the
traffic in the facility. By the GA, material pick-up routes mostly consist
of multiple suppliers rather than only one supplier. This way, vehicles are
loaded based on the sequential demands in the required amount instead of
larger amounts of specific parts. Additionally, vehicle set-off and arrival
times are arranged such that the parts loaded to each truck arrives at the
facility not too early than its scheduled production time but early enough
to comply with the schedule. The duration which a part can arrive before
its scheduled production time is called the ”JIT Goal” in the GA and can
be adjusted by the user before each run.

Our solution approach is preferable only if it presents improvement in
comparison with the real system output. Concordantly, we aimed to analo-
gize the KPI values presented by the output of our model with the KPI
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’ Genetic Algorithm (GA) Improvement
~ |Objective 1 Objective 2 Objective 3 |Objective 1 Objective 2 Objective 3

43 38 42 14% 24% 16% |

KPI

Number of Vehicles Used
(per day)

Number of Vehicles Present
at the Facility (per hour)
Total Waiting Time of All
Products Until Production
(in minutes)

3 2 2 25% 50% 50%

9356 10182 9699 | 98% 98% 98%

Figure 5.3: Number of Vehicles Present at the Facility per hour

values we obtained by observing the real system operations. As for the
assessment of our GA through KPIs, we checked few things in our result.
The number of trucks used in a run period was given to the algorithm as a
parameter and meant to be increased if a feasible solution is not attained.
However, since we found a valid solution by the GA with the same number
of trucks that the optimal solution obtained from CPLEX gives, we made
no changes in truck number.

When the objective is chosen as prioritizing the solutions that have
smaller waiting time, the improvement is 14% in number of vehicles used,
25% in number of vehicles present in the facility. For the objective that
prioritizes smaller number of trucks used in addition to waiting times, the
improvements are 24% and 50% in the number of vehicles used and the
number of vehicles present in the facility respectively. In the case of the
objective that limits the route times of vehicles by the length of the planning
horizon the improvements are 16% and 50% again in the number of vehicles
used and the number of vehicles present in the facility respectively.

The improvement in total waiting time of whole products with respect to
all three objectives are all 98%. In the old system at Argelik, a significant
amount of parts used to wait more than 20 hours before going into the
manufacturing line, mainly because the suppliers prefer loading the trucks
with parts that are required later in the production plan to minimize their
stock levels. With GA, parts’ latest time to arrive at Arcelik is determined
solely by the time that they enter the manufacturing line. This leads to a

Number of Vehicles Used Unload Amount (in crates per hour) Waiting Time Until Production (in minutes)
Objective 1_Objective 2 Objective 3 | Arcelik _Objective 1 _Objective2 Objective 3 | Objective 1 Objective 2 Objective 3

T Goalis |

B 0000-06:00  © s ) 273 200 200 200 132 1322 1322
T Goalis

T 06:00-12:00 9 6 8 312 263 263 263 2968 3544 3052

Time Interval

12:00-16:00) 8 8 8 134 169 168 169 500 750 750

IT Goalis
3 hours! 16:00-20:00 9 8 9 145 236 236 236 2748 2748 2757

4 20:00-24:00] 8 7 8 148 146 146 146 1818 1818 1818

Figure 5.4: Improvement Percentages Presented Based on KPIs
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major improvement in total waiting time of all products until production.

When we consider these three objective results, choosing the second one
gives the most preferable outcomes. However, we offer Arcelik the choice of
objective in the GA in the case that they have a different goal. However, the
different objectives are offered to Arcelik in case they have different goals.

The percentages of the improvements can be found in Figure 5.3. In
addition, the objective values and their corresponding values in Argelik
with respect to different time intervals can be seen in Figure 5.4.
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Appendix: Model Development

Sets: i,j€ {0,1,2,...,w}where 0 denotes Argelik;
pe {1,2,...,n}; ke {1,2,...,m}
Parameters:
Q" : capacity of vehicle k € {1,2,...,m}
¢? : demand for part p € {1,2,...,n}
1
“ )10, otherwise
ti;: time it takes to got from supplier i € {0,1,2,...,w} to supplier j €
{0,1,2,...,w}
EP: earliest arrival time of part p € {1,2,...,n}
LP: latest arrival time of part p € {1,2,...,n}
b*: unload time of 10 units of part p € {1,2,...,n}
aP: load time of 10 units of part p € {1,2,...,n}
M: a very high value
Decision Variables:

, if part p € {1,2,...,n} is produced by supplier i € {0,1,2,...,w}
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ko 1, if vehicle k carries part p
0, otherwise

TZ’; travel time of vehicle k from supplier i to j
b 1, if vehicle k travels from supplier i to j
0, otherwise
w )1, if part p is loaded to vehicle k at supplier i
B 0, otherwise
7% load amount of vehicle k after leaving supplier i
BF: time that vehicle k arrives at supplier i
[¥P: amount of part p picked up from supplier i with vehicle k

v : number of vehicles used
Mathematical Model: minv s.t.

ek =0 Vie{l,2,..,w},Vk € {1,2,...m}

i

doaf =Y ahi =0 Vie{l,2,. wli#j}Vke {2 .. m}
j=1 =1

m w m w
E : § : Eo_ § § ko _
k=1 j=1 k=1 j=1
n
k k E : kp k
p=1

Vie {1,2,...,w},Vj € {1,2, ..., wli # j},Vk € {1,2,...m}
<@ Vie{l,2,.,w},Vke{1,2,..,m}

szp <M vpe{1,2,..,n},Vk e {1,2,...,m}
=1

zm:ilfpcf:qp Vp e {1,2,...,n}

=0 Vk e {1,2,....,m}
k k k k
T > tijxg;, T < Mg

Vie{0,1,2,...w},Vj € {0,1,2, ..w},Vk € {1,2, ...m}
By > BF+ > aPl + T — M(1 - )
p=1

Vie{l,2,..,w},Vje{l,2,..,wli#j},ke{l,2,....m}
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BY <BF+ Y aLP+ Tf + M(1 - afy)
p=1

Vie{1,2,..,w},Vj € {1,2,...,w|i # j},Vk € {1,2,....,m}
B + Ty + M(1 — xf) + Xn: WL+ M(1— 2") > EP
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Dijital Fabrika Qozumlerlyle
Uretilen Dinamik I§ Emri 6
Planlama Programi

Supply Chain Wizard

Proje Ekibi
Tugay Balatli, Mehmet Selim Cetin, Bartu Donmez, Doga Erdem,
Hande Karakas, Celik Ege Ogiislii, Ogulcan Sengoz

Sirket Danigmani Akademik Danigman
Yunus Emre Yurdagiil Misafir Do¢. Dr. Arnab Basu
Is Analisti Endiistri Miithendisligi Bolimii
Ozet

Supply Chain Wizard sgirketinin ‘Cizelgeleme’ modiilii kapsaminda hizh
ve otomatize edilmig bir algoritmik yaklagim, projenin temel kapsamim
olugturmaktadir. Coziim, makinenin iglem giicii ile insanin saha tecriibe-
sini birlegtirerek hem makinenin, hem de insan zekasinin arti yonlerini
kullanmaktadir. Performans oOl¢timlerine gore yeni sistem geciken is emri
sayisini azaltmigtir. Olusturdugumuz gosterge paneli sayesinde ise kul-
lanicilar, ¢izelgede kolayca ve kisa siirede degisiklik yapabilmektedir.

Anahtar Sozctkler: Cizelgeleme, En Biiyiik Gecikmeyi Enkiigiikleme,
Dongiideki Insan Mantigi, Google OR Tools, Hat Cizelgelemesi
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Dynamic Work Order Scheduling Program
with Digital Factory Solutions

Abstract

The scope of the project mainly lies in the micro-service program that is
intended to be delivered as an add-on to Supply Chain Wizard’s current
‘Scheduler' module. The solution combines the processing power of the
machine with the field experience of the human and uses the positive aspects
of both the machine and the human intelligence. According to performance
measurements, the new system reduced the number of delayed work orders.
Thanks to the dashboard we have created, users can make changes to the
chart easily and in a short time.

Keywords:  Scheduling, Makespan Minimization, Maximum Tardiness
Minimization, Human in the Loop Logic, OR Tools, Line Scheduling

6.1 Description of the Company

Supply Chain Wizard LLC, established in 2014, is a company providing con-
sulting services and products to companies from variety of sectors. Their
core operations are based on life sciences, supply chain, and digital trans-
formation. There are more than 80 different clients, however, the main
target group is in the pharmaceutical industry. Supply Chain Wizard LLC
currently has “Digital Factory Journey - The 3D Concept” as their system.
This system consists of three domains: Data - Dashboard - Decision(Supply
Chain Wizard, 2021).

6.2 Current System and Problem Analysis
6.2.1 Current System Analysis

The main purpose is to come up with the best possible schedule that sat-
isfies some Key Performance Indicators (KPIs) ! as the final output in the
scheduler tool. There are four different KPIs indicated in the scheduler tool
by the company. The first one shows the number of jobs scheduled in the
output. The second one indicates the lines’ capacity utilization. The third
one should be considered if the user is satisfied with the capacity utilization.
If the user thinks that the capacity utilization is enough for their business,
they can look at the performance matrix which is the cost. The last box
indicates violations in the scheduling process. Although constraints seem
satisfied, the output may not satisfy some of its constraints. The algorithm

'KPIs are measures that are quantifiable and indicate the performance of specific
jobs.

60



takes part in this process and warns the user about the availability of these
kinds of situations. Users can come up with different schedules according
to their KPI preferences. In this way, different simulations are being made
to see the variations of KPIs’ values.

6.2.2 Problem and Its Scope

The main problem of the company is that its current scheduling solution
needs an algorithm to semi-automate the scheduling process and improve
the overall schedule quality in the end. They are manually scheduling work
orders and changing them according to KPI values in the dashboard. More-
over, companies are aware that there are certain advantages and disad-
vantages of scheduling only manually or scheduling only via machines. For
instance, manual scheduling is more adapted to changes but it cannot sched-
ule relatively large systems. On the other hand, machines can work on larger
systems but they are data-oriented, hence not as flexible as humans (man-
ual). The key is to create an environment in which humans and machines
can operate together with ”Human in the Loop” logic, which enables them
to neutralize their weaknesses.

All in all, this problem is a “Work Order Scheduling” problem. The goal
is to schedule Work Orders to the appropriate lines with having minimum-
maximum lateness possible. Due date is considered to be the most crucial
aspect of schedules, hence the goal is to have work orders scheduled with
the least amount of violated due dates. As stated previously, the complexity
of scheduling problems and changing high setup and cleanup times are the
main challenges against solution options. Therefore, the company desires
to obtain “Human in the Loop” logic which enables humans to interact
and make arrangements on the schedule. By implementing this logic, the
company can remove the weaknesses of humans and machines by combining
their strengths.

6.3 Proposed Solution Strategy
6.3.1 Critical Assumptions

For the model to be applicable, some assumptions need to be made. Since
the solution is not exclusive to a specific sector, the main focus will be on
general schedule. Breakdowns in the system will be neglected. Thus, lines
will be operational all the time. The solution will not proceed through
instant changes, but by creating the general schedule with pre-planning.
Changes and errors in the line processing times will be eliminated by using
historical data therefore, processing times will be deterministic, they will
depend on product speed and quantity. Setup times and cleanup times will
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Figure 6.1: The Structure of the Solution on Flow Chart

be included in the processing times for the sake of simplicity of parameters.

6.3.2 Business Constraints

Supply Chain Wizard stated that the solution method proposed should not
take a long processing time, and during literature review, it is considered
to be the computation time. In addition, there are some restrictions to be
regarded such as product-line compatibility, product-line speed variability,
product release date and final product date. These constraints are consid-
ered when creating an appropriate solution for scheduling.

6.3.3 Objectives

In this project, the aim is to come up with a system that schedules work
orders to the lines and provides an interface consisting of a Gantt chart
with relevant KPI cards. These KPIs are the number of scheduled jobs, the
number of late jobs, the tardiness value of each tardy work order, maximum
lateness and makespan. The dashboard will help the user to keep track of
some KPI values so that they can update the input according to the desired
KPI value. In conclusion, a tool that solves the specified scheduling problem
will be provided with “human in the loop”? logic, which enables flexibility
to update inputs according to KPI values.

6.3.4 Solution Approach

The solution consists of three main parts which are assignment, schedule,
and Human in the Loop. The main structure of the solution can be seen on
the flow chart in Figure 6.1.

2This is the process of combining machine and human intelligence to obtain better
results.
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A B © D E F G

1 Line ~ Work Ord ~ Duration Val ~ | Label ~ | Due Date ~ | Release Date ~ | Product =
2 LineA WOABCD 57.0 1 2/2/2113:00:00 2/2/21 00:00:00 ProductABCDF
3 LineB WOABCDE 19.3 2 2/3/2113:00:00 2/2/21 00:00:00 ProductABCDE
4 |LineC WOABCDF 711 3 2/4/2113:00:00 2/2/21 00:00:00 ProductFCDA
5 |LineD WOABCF 96.8 4 2/5/2113:00:00 2/2/21 00:00:00 ProductDBAF
6 |LineE WOABFE 67.1 5 2/6/2113:00:00 2/2/21 00:00:00 ProductEFDA
7 LineF WOABCD 2.3 6 2/7/2113:00:00 2/3/21 00:00:00 ProductABCDF
8 |LineA WOABCDE 84.8 1 2/8/2113:00:00 2/2/21 00:00:00 ProductABCDE
39 |LineB WOABCDF 63.4 2 2/9/2113:00:00 2/2/21 00:00:00 ProductFCDA
10 |LineC WOABCF 8.1 3 2/10/2113:00:00 2/3/2100:00:00 ProductDBAF
11 |LineD WOABFE 20.5 4 2/11/2113:00:00 2/2/2100:00:00 ProductEFDA
12 |LineE WOABCD 58.4 5 2/12/2113:00:00 2/2/2100:00:00 ProductABCDF
13 |LineF WOABCDE 78.2 6 2/13/2113:00:00 2/2/21 00:00:00 ProductABCDE
14 |LineA WOABCDF 68.3 1 2/14/2113:00:00 2/2/21 00:00:00 ProductFCDA
15 |LineB WOABCF 47.5 2 2/15/2113:00:00 2/2/21 00:00:00 ProductDBAF
16 |LineC WOABFE 50.7 3 2/16/2113:00:00 2/4/21 00:00:00 ProductEFDA
17 |LineD WOABCD 98.3 4 2/17/2113:00:00 2/2/21 00:00:00 ProductABCDF
18 |LineE WOABCDE 49.4 5 2/18/2113:00:00 2/2/21 00:00:00 ProductABCDE
19 |LineF WOABCDF 56.5 6 2/19/2113:00:00 2/3/21 00:00:00 ProductFCDA
1

20|Linea WOoABCF 5.3 2/20/21 12:00:00 2/2/21 00:00:00 ProductDBAF

Figure 6.2: Sample Dummy Input Data for Google OR Tools Algorithm

Inputs

The solution methodology starts with a line assignment algorithm. The first
input used for the assignment algorithm is a matrix, which has been derived
from the historical data of the work orders, containing lines as columns
and work orders as rows. One crucial insight that can be reached through
this matrix would be that if a line is not compatible with a certain work
order an arbitrarily large number is entered in order to allow the algorithm
to not consider incompatible line-work order combinations as a possibility.
The values inside the matrix are the duration of the process. After the
assignment algorithm processes, work orders are assigned to the lines, and
they are represented in the output data. Work order is a unique value,
hence using this unique key value, the other necessary data for the input
of the scheduling algorithm is gathered. Other aspects that added next to
work order and line are duration value, label of line, due date, release date
and product. Label of line is an input created. Labels are given to the lines
to simplify the algorithm’s computation. Release date is a value to indicate
the earliest time a certain line becomes idle. Due date indicates the due
date of the work order. Duration value is the total duration (including the
duration of the expected setup, cleanup and run time) of a certain work
order in minutes. Product is the id of the manufactured product via work
order. Check Figure 6.2 for the screenshots of the inputs. Note that the
values are random values and not the exact ones due to confidentiality. After
this point, the outputs of the assignment algorithm are used to determine
the main outputs in the OR Tools model, such as Gantt Chart and KPIs.

Assignment Algorithm

The observation from the company’s historical data revealed that there are
some cases in which products associated with the respective work orders
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might have alternative lines to work on, which brought about the opportu-
nity for increasing utilization across the lines through an assignment algo-
rithm. For this sake, an adjusted version of the Hungarian Algorithm has
been utilized as an assignment method. The adjustment includes a refer-
ence to Lawler’s method in the algorithm SPASS to solve issues with sparse
cost matrices (Carpaneto and Toth, 1983). In addition, a simple logic that
allows work orders to be evenly distributed to the lines in terms of line uti-
lization has been added. For instance, if a work order has equal duration
among the lines the algorithm tends to choose the line with fewer jobs as-
signed. The algorithm is coded via Python. The computational complexity
of the original Hungarian Algorithm was O(n*). Moreover, the algorithm
takes the aforementioned input matrix.

Finally, the algorithm gives us an output matrix that shows every as-
signed line to every work order. Then, we use this output as input for the
constraint programming based on Google OR Tools.

Constraint Programming Based on Google OR Tools

Google OR Tools package is implemented on Python by using the Constraint
Programming (CP) in the background. Hence, a solution with faster run-
ning time is assessed. In the end, Gantt Chart of the schedule is obtained.
We tried to guarantee that the final schedule is optimal or at least feasible
in the verification section. The CP model solution can be analyzed in two
parts. The first is what the solution offers and how it adapts to changes in
business problems, and the second is how it produces solutions.

The first part of the solution analysis is more about generic model struc-
ture. Initially, before adding the objective and the constraints to the model,
we obtain the horizon value of the schedule which shows us the latest end
date of the problem, also, all parameters and constraints taken into the
model must be integers. In this way, the algorithm searches for a solution
in a much more restricted solution space by limiting the possible placements
of the jobs on the timeline. The objective is set and constraints are added
to the model after it indicates the horizon.

The objective is to minimize maximum lateness. For this matter, max-
imum lateness is defined as a decision variable in a constraint that signifies
maximum lateness is greater than or equal to all other lateness values. By
minimizing this decision variable, goal is reached and the objective is set.

There are two significant constraints. Firstly, precedence constraint de-
fines precedence relations among couples of work orders. Secondly,the no
overlapping constraint, a time interval is assigned to each work order in the
schedule. No overlap constraint ensures that time intervals of the work or-
ders assigned in each line do not overlap. After adding two main constraints,
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specifications of human in the loop are considered within the model. These
constraints will be discussed in detail in the human in the loop section.

After we add the constraints and set the objective function, the Python
code provides us with the Gantt Chart, assigned time intervals of the jobs
and several human interactions.

I;;. : the time interval that the job i assigned in line k
I, N I, = @ for all line k and jobs i and j (¢ # j) (No overlap
constraint in set form)
Sik : the starting time of job i assigned in line k
E;  : the ending time of job i assigned in line k
Sik > E;y for i (Precedence constraint if the jobs have different

tasks in different lines).

The second part of the solution analysis is more about the CP model’s
background work which is inside the black box. To reach the outputs,
OR Tools’ CP model uses CP-SAT (Constraint Programming — Boolean
Satisfiability) solver in the background. CP-SAT solver is constructed on
top of an SAT solver with the Lazy Clause Generation(LCG) enhancement
implemented Garey and Johnson (2003).

Mixing these two solver methods helps us create faster solutions with
minimum loss of information. This new hybrid solver is based on SAT,
LCG, and finite propagation that is ensured by assessing the solution hori-
zon in the coding part Ohrimenko et al. (2007). With the horizon limita-
tion and LCG, the solution approach alters the problem to NP-Complete
from NP-Hard by limiting the solution space and searching over informative
scans which is the main benefit of LCG Cook (1971). Hence, the solution’s
complexity is decreased from exponential to polynomial. This makes the
solution approach eligible to assess bigger problems.

Human in the Loop

The dashboard including Gantt Chart and KPI values appear after the
user runs the program based on CP model. The Gantt Chart reflects the
schedule and relevant information generated through the CP model.

The chart also has user-friendly properties. One of them is that when
the user puts the cursor on the work order, attributes of the selected job can
be seen from the list which appears by standing on the work order action.
For the user, this makes the chart easier to read and follow considerable
features of the work order. Also, the user can zoom in to see smaller details
in the lines. In addition, KPI values appear under the dashboard so the
user can obtain and use KPI values for his/her further analysis.
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After the examination of the dashboard, the user may desire to adjust
the location of work orders or may want to obtain some KPI values. For
this purpose, the user interface has tools that put constraints into the model
and make allocations. The user can specify the due date or the release time
of a particular work order. Also, the user can alter the place of work or-
ders across different lines or in the same line. Changing or adding release
time, due date and work order swaps in the same line are done by adding
new constraints. Even though the changes are done with different back-
ground operations, these changes can be reflected in our results rapidly as
the solution is editable and operates fast.

When user adjusts, the User Interface (UIl) updates itself and indicates
new version of the Gantt Chart and KPI values. In this way the user can
obtain the specific schedule with the help of Human in the Loop logic.

6.4 Validation
6.4.1 Assignment

The assignment algorithm was tested with the same data used for Google
OR. Here the assignment of the work orders to the lines is tested with the
alternative data. The duration of alternatives is calculated by using compa-
nies” product speed data (in units of product per minute). The duration of
production of a certain is calculated via formula: quantity /speed. Cleanup
and setup times of the specific work order are also included to the obtain
total duration. As the validation criteria, the decision was to use maximum
and minimum durations and the standard deviations of total durations in
the line. It is believed that if the standard deviation of the durations de-
creases, the assignment of work orders are more homogeneous. Moreover
if maximum value decreases and minimum value increases, the difference
between lines is less than before. As a result of our comparison, it has
been observed that the standard deviation of the lines improved by 17%.
Additionally, the maximum duration is decreased and minimum duration is
increased. These changes in statistics are the result of more balanced lines
in terms of their work orders. Moreover, there are bar graphs in which lines
and their total duration are represented for both cases. Check Figure 6.3 for
comparison table and for the graphs. All in all, the assignment algorithm’s
goal was to create more balanced lines considering the possible alternatives.
As the stats are represented after using the assignment algorithm, a more
homogeneous distribution is achieved. It is also believed that this homo-
geneous distribution will result in improvements for the algorithm. We are
expecting a small improvement versus scheduling without this algorithm
and a bigger improvement versus current system that company is using.
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Figure 6.3: Comparison of Default Assignment vs Algorithm Per Line

6.4.2 Google OR

The company data is tested with Google OR Tools-based constraint pro-
gramming solution. Three different weeks were selected for the test in 2021.
Work orders that started in these weeks, assigned lines, duration of work
orders and due dates were imported into the Python code. Release date
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Key Performance Indicators Company's Current Statistics Dynamic Scheduling Program's Statistics Improvement

Average Tardiness (Minutes) 12605 11714 7.1%
Average Earliness (Minutes) 31308 33942 8.4%
Maximum Lateness (Minutes) 57586 55666 3.3%
Makespan (Minutes) 27154 9233 66.0%
Number of Late Jobs 108 106 1.9%
Number of Jobs 229 229

Figure 6.4: Comparison of Algorithm Results and Company’s Solution

constraint is added to compare this data entering the algorithm with de-
fault assignment made by the company. In other words, when system starts
to assign jobs, it does not proceed by thinking that timeline is completely
empty. The completion times of the works that have already started and
are currently in progress are taken as the release date. The results that are
obtained in an example study conducted are as follows in Figure 6.4.

Considering this sample, the number of late jobs is decreased by 1.9%.
At the same time, the average tardiness value decreases by 7.1%. Moreover,
maximum lateness is decreased by 3.3%, average earliness increased by 8.4%
and makespan is decreased by 66%. The algorithm is tested with three
different inputs and there exists an average reduction of 4.1% for the number
of late jobs. These improvements we have obtained from the examples, the
fast operation of the algorithm and the openness to development are among
the reasons why we prefer this solution.

6.5 Integration and Implementation

The new system will use Python for coding and use Streamlit run to create
the instant dashboard. The structure of data in the Excel sheet is changed
to make the data compatible with the algorithm. Hence, the solution uses
different computer programs than Supply Chain Wizard. Also, the company
do not have a scheduling algorithm that orders work in a sequence. Rather,
their logic is similar to a scheduler in a calendar. Users can adjust the
locations of work orders without overlapping. However, the new system
comes up with a solution that considers precedence relation and lateness
value. In addition, the company uses a “drag and drop” technique to change
the locations of two different work orders. However, in the new system, the
user can enter the two work orders which are wanted to be changed.

In dashboard design, output of the minimum-maximum lateness algo-
rithm is represented. It includes four constraints, an example of them can
be seen on Figure 6.6. First constraint shows the changing order of two
work orders. Second constraint demonstrates the release time of a work
order. Third constraint is used in determining due time of a work order.
Fourth one is to change the assigned line of a work order. The solution
is shown in a data frame. Statistics demonstrate key performance indices
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Figure 6.5: Gantt Chart Output of Google OR Tools Scheduling Algorithm

(KPIs) which are maximum lateness, computational time, number of jobs,
average lateness, makespan and line efficiency. See Figure 6.5 for Gantt
chart.

6.6 Benefits to the Company

The main benefit is the “human in the loop” logic. There are weaknesses in
using only coding or manual implementations in the scheduler. For instance,
manual usage is disadvantageous due to slow reaction to changes and tough-
ness of following KPIs and constraints. On the other hand, machine use is
disadvantageous due to its capability of only working with structured data
and the toughness of adding domain knowledge. By hybrid application, in
theory, these disadvantages will be removed.

The users will be supported by both an automated schedule generating
model and the manually editing ability for creating their schedules. There
are constraint insertion sections in the dashboard and the dashboard pro-
vides the user with KPIs and Gantt charts. In this way, if there is a situation
that the user is unsatisfied with, if there are some restricted situations in
real life, the user can add the constraint.

6.7 Conclusions

The system has several KPIs such as makespan, maximum lateness, aver-
age tardiness, and average earliness. Overall, the main improvements are at
maximum lateness as the objective function and makespan. Since the objec-
tive is to minimize maximum lateness, and the main reason we use the as-
signment algorithm is to balance the lines to get a smaller makespan, higher
improvement rates on those KPIs are observed. The project was developed
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1st Constraint: Work order x should be before Work order y.

Choose Former Work order x
Wo65186 .
Choose Latter Work ordery

Wo65186 -
Add Precedence Constraint

Figure 6.6: An Example Constraint from the Dashboard for Precedence

with modifications for the benefit of the company, with the decisions taken
during the negotiations with the company throughout the project process.
The flexibility of the system allowed adding new constraints for Human in
the Loop logic to be easy and operate quickly. The last version of the sys-
tem satisfies all conditions that are desired by Supply Chain Wizard. The
algorithm created is suitable for the company to develop further in future.
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Erken Satig Verilerini Kullanarak 7
Tekrar Siparigslerin Enazlanmasi

Secil Giyim

Proje Ekibi
Mert Can Arici, Egemen Bank, Cuma Ali Kesici,
Mert Kili¢, Ezgi Kiran, Alptekin Oksiiz, Yaren Ozgeng

Sirket Danigmam Akademik Danigman
Giilcan Tikiz, Uretim Planlama ve Prof. Dr. Alper Sen
Tedarik Yoneticisi Endiistri Miithendisligi Boliimi
Ozet

Secil Giyim tirtinlerine olan talep, moday1 belirleyen trendler nedeniyle ol-
dukca belirsizdir. Segil Giyim, sezon igerisinde popiiler olan iirtinleri i¢in
siklikla yeniden siparig olugturma ihtiyaci1 duyar. Genellikle, sezonun geri
kalanindaki talep miktar:1 dogru bir sekilde tahmin edilemedigi icin tekrar-
lanan sipariglerin sayisi birden fazladir. Bu durum, agir1 tiretim maliyetlerine
(yiiksek kurulum maliyetleri nedeniyle) ve talep agigina (yiiksek iiretim siire-
leri nedeniyle) yol acar. Proje, sezon basi satig verilerini kullanarak sezonda
kalan talebi dogru bir gekilde tahmin edecek bir talep ogrenme yaklagimi
saglamay1 amaclamaktadir.

Anahtar Sozciikler: Tahmin, Moda Endiistrisi, Talep 6grenimi, Bayes
Istatistigi
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Minimizing Repeat Orders through Learning
from Early Sales

Abstract

The demand for Secil Giyim’s products is highly uncertain due to high fash-
ion content. Secil Giyim often needs to create repeat replenishment orders
for its popular products within the season. In many cases, the number of
repeat orders is more than one, as the amount of demand in the remainder
of the season cannot be accurately predicted. This leads to excessive pro-
duction costs (due to high set up costs) and demand shortages (due to high
production lead times). This project aims to provide a demand learning
approach that will accurately predict the remaining demand in the season
using early in season sales data.

Keywords: Demand Learning, Forecasting, Fashion Industry

7.1 Company and System Descriptions

Secil Giyim was founded by Faik Giingor in 1981. There were only nine
employees at the start and only pants and skirts were produced. There
are three additional brands except Secil which are SCL, Galaxi, and Ilmio.
Secil products are basic apparel, SCL products are veiling apparel, Galaxi
products are oversize apparel and Ilmio products are dresses. All of the
brands make production for women. There are 300 sales points and 49
Secil stores among different cities in Turkey. Segil Giyim’s main facility
is located in Balgat/Ankara and there are over 500 employees working for
them. During the Covid-19 era, Secil Giyim’s priority became e-commerce.
Secil Giyim aims to be a global brand in the apparel industry and they are
making their decisions towards this goal.

In the current system, company forecasts the demand at the beginning
of the season and places production orders based on these initial forecasts.
Secil Giyim has a department that has experience and foresight in this
industry and this department does initial forecast. Initial forecast is the
first production or order amount for a specific product and also a product’s
expected number of total sales. When demand for a product is believed to
be more than production amount then company places a repeat order.

In some cases, the company has to make more than one repeat order
leading to increased costs, and demand shortages due to long due times. In
addition, there is seasonality in the company’s products since they are in
textile industry online at www.secilstore.com. The seasonality of products
is currently divided by the winter and summer seasons. The company makes
production of the winter season’s products starting from the beginning of
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the summer while the summer season’s products production begins at the
beginning of the winter. As time passes in any season, the company must
catch up with the demand by repetitive production if their stock keeping
unit (SKU) is running low in inventory relative to its demand. Since there
are lots of kinds of products, it is agreed with the company that we work on
subgroups after Secil Giyim provides us the subgroups in order to have tidier
data and analyze it easier. In this way, we can combine products without
any fashion knowledge as well. The amount of the repeated production
orders is currently decided without performing any scientific analysis.

7.2 Problem Definition

The company stresses the accuracy of the frequency and the amount of the
repeat production orders since they do not have any methods to overcome
this high level of uncertainty. The reason for many repeat orders for a given
SKU is that Secil cannot accurately predict the demand in the remainder
of the fashion season. When the demand is expected to exceed the supply
(initial production+ first repeat order), Secil has to launch a new repeat
order. What Secil expects from this project is to come up with a method-
ology and solution to identify hot selling products and accurately predict
their total demand (based on early sales information) in the season, so that
they can plan the production or procurement effectively without having to
create many repeat orders of the same SKU.

In order to find the causes of the problem that the company faced, we
started to determine the product groups that have a larger sales portion
in whole sales by creating pivot tables that give us the top selling brands,
categories, colors, and products for each year. We found that the first
production amounts of the products are much greater than the total sales
of these products. This difference between the first production amounts and
the total sales reflects the change of repeat orders during the sales period.

If the amounts of repeat orders can be forecasted accurately then Secil
can place only one repeat order and fixed cost of manufacturing so that
procurement can be minimized. Moreover, if predictions used in repeat
orders are accurate, company can allocate its resources and workforce much
better which helps achieve objective of meeting customer demand without
having loss of sales and late deliveries. The solution should also determine
the particular time in the early season at which hot sellers are identified
and their future demand is predicted, in other words, how much early sales
information should be used. Obviously, accuracy of the prediction will be
better if the solution uses more sales data, for instance, prediction is made
after observing sales for more weeks. However, delaying the decision can
also lead to problems in production as the lead times can be very long.
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The company is mainly struggling with the uncertainty of their after
sales forecasting quantities. Since Master Production Schedule (MPS) and
Materials Requirements Planning (MRP) are determined before for a spe-
cific product, forecasting plays an important role. The current system can
not make any forecasting about the after market behavior of the newly
released product. If the market behavior of the product can be forecasted
accurately, then the number of repeated production for that particular prod-
uct can be decreased. Moreover, if the repeated production decision is more
accurate then loss of sales, inventory-on-hand will be minimized and capac-
ity allocation will be more efficient.

7.3 Proposed Solution

7.3.1 Critical Assumptions and Major Constraints

In order to develop and implement the possible forecast methods for future
sales, initial forecast for the products has a significant impact on the accu-
racy of the outputs of the method that we are going to use. We will assume
that initial forecast is given. The possible effects on the market such as eco-
nomic circumstances, advertisement budget that is allocated for products,
etc. are assumed to be the same for the forecasted future period. The other
critical assumption is about no salvage. In other words, we assume that if
the production and repetition amount of a product exceeds the total sales,
then we do not take them into consideration as next year’s inventory.

During the sales period, inventory is an important constraint for the
sales of products. We assume that all subsidiaries and the main brand use
the same inventory. Therefore, final products of the main production and
sub production stock up in the same inventory in addition to the products
that are bought from the subcontractor.

Our objective is to help Secil Giyim with their decisions about the repeat
orders within the fashion season. We are planning to decrease the number
of repeat orders according to the latest sales data observed by the company.
The number of repeat orders will be decreased and the total produced quan-
tity will more closely match the total demand in the season. Applying these
improvements into our final model, the company will be able to predict the
demand in future periods better.

7.3.2 Solution Approach

In order to minimize number of repeat orders, we used statistical methods
to forecast demand based on early season sales information. To calibrate
our statistical models, we used historical sales, forecast, and prediction data
from earlier seasons. The necessary outputs and inferences were planned to
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Figure 7.1: Conceptual Model for the Solution Approach

be made by using proper data analysis techniques and methods in program-
ming environment such as RStudio. These outputs of sales data were used
in the stage of determining suitable forecast method or a method that scales
the initial sales data with the demand for the future sales. Possible methods
were analyzed according to the requirements of problem and then methods
that satisfy requirements most were tested with respect to their accuracy by
using test sales data of the company. Finally, model with satisfactory accu-
racy was implemented into an interface that allows users to select different
options about the decision of the repetition time and amount.

Conceptual Model

We divide our conceptual model into three major parts in order to illustrate
the action taken by who and when basically. The major parts are set as
Actions made by Secil, Model’s Actions and Information about Model’s
Progress. Selecting a product which is selling in high amounts and deciding
on the time of the repetition are made by Secil. Segil identifies hot sellers.
Then, our model suggests that we decide on the repetition time and size by
the use of sales data until the repetition date. Finally our model gives some
output related to the repetition size with a percentage error which also be
given as an output. Figure 7.1 shows the conceptual model.

Mathematical Model (Bayesian Method Theoretical)

Since our problem’s solution relies on the observation of the past data,
our model’s fundamentals are based on Bayesian statistics Eppen and Iyer
(1997) where we will use conjugate distributions that consist of posterior
distributions and prior distributions with estimated parameters. The poste-
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rior distribution’s parameters are dependent on the prior distribution that
has initially estimated parameters. Combining this approach with the Bayes
theorem; whenever a new observation would be involved in the data set, the
posterior distribution needs to update its parameters both according to the
parameters of the prior distribution and according to the newly added ob-
servation. Suppose a prior distribution is distributed with the parameter
theta would be p(theta) 6 and our initial data set is [x], when a new ob-
servation x will be involved in this data set our prediction of the posterior
distribution will be given as

pialel) = [ p@io)piellelas) = [ p@io)plialo)p(6)/p(le)

by Bayes theorem. For our problem, if the observed sales data of a hot
selling product can be fitted into a distribution, then we would obtain a
prior distribution with known parameters. As the sales period of this prod-
uct continues, the parameters of the distribution of this product would be
updated each week by considering the past week’s distribution and new ob-
served weekly sales. Assume that a product’s weekly sales is distributed
normally with parameters p and o, while p is distributed normally with
parameters pg and og. Whenever a new weekly sale data are observed after
n weeks, the weekly sales distribution constructs a posterior distribution
and its parameters will be updated as

1+n ! uo_l_nf d 1+n -1/
=|=+—= S+—] and o=+ —
a o o2 o8 o2 o of 7

where ¥ is the average of realized sales in n weeks. To build forecasts for
repeated orders, we can use the updated p since it would be an unbiased
estimator while updated o is an indicator for the error. If the updated p is
multiplied with appropriate factor, then an estimation for the total demand
for the remaining sales period will be obtained.

Solution Method

To identify how sales of the product behaves in the sales period according
to these segments, weekly factors were found. Dividing the actual total
sales in a specific week to the total sales would give the weekly factor.
There might be weeks with no sales during the sales period. Therefore, we
have to adjust the weekly factors accordingly. Adjustment can be made by
taking summation of the weekly factors of the corresponding weeks where
sales were made and dividing the original weekly factors to this summation.
Then we have to adjust the weekly sales for a given week. Dividing the
actual sales with the multiplication of the adjusted seasonal factor of the
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given week and total sales period of the product would adjust the weekly
sales: adjusted sales of week i = Actual Sales / ((adjusted seasonal factor
of week 1) x (total sales period of the product)).

After adjusting the weekly sales, we estimated the coefficient of varia-
tion (CV) of the segmented categories by using adjusted weekly sales for
all segmented categories. To estimate CV of one specific product, standard
deviation of adjusted weekly sales of the product is estimated and mean of
the adjusted weekly sales of the product is estimated. Dividing the standard
deviation to the mean would give us the CV of the specific product. Taking
the average of products’ CVs estimates the CV of the segmented categories.
Since we estimated the CV of segmented categories now we have more ideas
about how weekly sales of the segmented categories vary. However, CV is
not enough to overcome the variation. Therefore, we need standard devi-
ation (o) of the product’s weekly sales. o is estimated by multiplying
with CV of the given segmented categories: 0 = py X C'Viegmentedproduct -

Since pg is the mean of the distributed weekly sales, it can be assumed
that pg is the initial forecast for the product. Since pu is distributed with pg
and oy we have to estimate the oy. The interpretation of o is “How much do
we rely on the initial forecast?” Therefore, o is estimated by multiplying
1o with the appropriate factor. This appropriate factor can be found by
“fine tuning” method:

0o = o X Factor

For simplicity, assume that product’s weekly sales is distributed normally
with parameters p and o while y is distributed with po and og. pg corre-
sponds to the initial forecast. Since we know the initial forecast for the total
sales for that product, multiplying this forecast with the adjusted factors
would give us the expected sales amount in that corresponding week. By
using conjugate prior (Bayesian Method), we are able to estimate posterior
distribution’s parameters after each week. If the ¢ is higher for that week,
then our forecast would not be accurate enough for the remaining period. In
other words, oy measures how confident the company is about their initial
estimate while o measures the volatility of demand.

The pg for that specific product was estimated by dividing initial fore-
cast to number of periods that sales of product happened. To implement
conjugate prior, we need to estimate the cumulative adjusted sales for the
sales period since posterior parameter of y has the expression ), z; which
corresponds to adjusted sales in our case while n is the corresponding sales
period. After each week, we build forecasts by multiplying posterior p with
the remaining adjusted seasonal factor and the total sales period. The so-
lution method implementation on Excel can be seen in Figure 7.2.
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Figure 7.2: Calculation of o

7.4 Verification and Validation
7.4.1 Verification

To verify the model, some different cases will be investigated to show that
even in an extreme case, the model will perform in an expected way or not.
We carried out verification in three different tests.

e Continuity: We tried our model with different products that are part
of different subgroups and different colors. Since we take products’
SKU, sub group and their sales data until that point as an input; it is
thought that if the model is tested with different products, all of the
inputs will differ. Results obtained for skirt and blouse examples are
illustrated in Figures 7.3 and 7.4, respectively.

e Degeneracy: Different oy values are used to observe the forecast result.
Our oy value shows how much we trust on the initial forecast. This
value determines how fast the mean of our distribution updates itself
with upcoming sales data. We tried different oy values and observed
expected results. We also analyzed the outcome with large standard
deviation.

e Consistency: We tried to switch the season lengths. We tried to cut
the season before the sales season was complete and we also tried to
increase season length by adding adjusted sales amounts as the new

sales data.

SKU 1010071810200600 Weeks Forecast Remaining Sales Inventory
Brand SCL 1| 36,29501129 38 154
Subgroup Etek 2| 20,77420603 28 144
Color Yesil 3| 14,1608149 24 140
Year 2018 4| 20,7955698 18 214 |<=Repeat Order

5| 24,98592124 16 212
6| 9,96922457 14 210
7| 10,50534205 12 208
8| 10,45046168 10 206
9| 9,989607702 8 204
10| 3,505507136 6 202
11| 1,240291553 2 198
12 0 0 196

Figure 7.3: Example for SCL Green Skirt
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Week Forecast Remaining Sales | Inventory

SKU 10100118104083 32| 84,95013157 172 148

Brand Secil 33| 83,18432192 146 122

Subgroup Bluz 34| 149,6484067 138 114
Color Safran 35| 125,636307 126 266 | <=Repeat Order

Year 2018 37| 108,5161804 122 262

38| 119,0166938 116 256

39| 114,4422693 114 254

40| 77,34868681 112 252

41| 64,07175286 110 250

43| 51,5131145 94 234

44| 47,16485938 86 226

45| 51,46693661 78 218

46| 41,2467292 68 208

47| 34,6138527 62 202

48| 31,07592104 60 200

49| 19,95981634 56 196

50| 15,41734773 38 178

51| 6,731082035 16 156

52 0 0 140

Figure 7.4: Example for Secil Saffrony Blouse
7.4.2 Validation

We decided to complete the validation of our model on a single product. An
individual SKU that has one repeat order is chosen to validate the model,
since the model can represent a better alternative for the current system.
After choosing a product which has only one repeat order, the purpose is to
compare the result of our model’s forecast at the time Secil puts the repeat
order with what actually happened.Then we observed that the outcome of
the repeat order from our model is more accurate than the repeat order
made by Secil. Therefore, we have achieved that the model could work in
order to have a better alternative for the company.

7.5 Implementation and Interface

We decided to use R Shiny to implement the project. Data from the previous
years in an Excel sheet will be read by R. This data will be used for the
determination of the product subgroup, brand and color factors which will
be further used for the forecast calculations. After users put the required
inputs, they will run the model and the results will be obtained. They can
implement model to their current operations by using the model whenever
a product is selling more than expected and Secil needs to have a repeat
order for the product. Figure 7.5 displays a glimpse of the user interface.

7.6 Deliverables and Conclusion
7.6.1 Deliverables

As we underlined before that Secil Giyim has many products, it will have
sales amounts that vary according to the time, so the frequency of using this
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Figure 7.5: Possible Interface Image

project will also vary according to the product types. Since the production
methods of the products are also different, the lead times are also a variable.
If a product takes a long time to supply, the company may want to measure
the demand with a forecast using shorter-term data. In addition, more
accurate forecasted demand is obtained by using longer-term sales data as
data in a product group; these are short and easier to supply. This indicates
the usability of the project by the company.

Users will choose the cumulative sales amount according to their needs
and according to the specific product to check the optimal repetition amount.
This amount is found with the help of the Bayesian Model. Mainly the
company will enter 4-6 weeks of sales data of the products as input in this
system, and the model will propose the amount that should be produced
as a repeat order according to the sales observed so far, initial forecast and
the initial production order. The solution will also provide different alterna-
tives on the subject of when to create such repeat orders depending on how
many weeks of sales that were observed before. The company will benefit
from our model that decides on when the repetition will be made and the
repetition size. In addition, the company can use the Bayesian model in
order to decide on the production amount. This is decided accordingly by
the relation between the expected sales and actual sales. If actual sales are
higher or lower in any case, the expectancies will change accordingly.
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7.6.2 Conclusion

In the current system of Secil Giyim, the forecasted demands of the prod-
ucts are initially made, but this forecasting is not accurate enough. The
company needs repeat orders for products whose demands are underesti-
mated. Because the remaining demand cannot be accurately predicted, the
company often needs to create multiple repeat orders for the very same
SKU. Inaccuracy of the forecasts also lead to not being able to satisfy the
demand due to long lead times and excessive inventory. The project will use
a scientific methodology to estimate the remaining demand in the season
based on early sales information. Our model decreases the need to create
multiple repeat orders, leading to decreased production costs. It also helps
reduce excessive inventory remaining at the end of the season and reduce
demand shortages.
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Gegmis Satig Verileriyle
Giuncellenmisg Distributor Talep
Tahmini

Eti Gida
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Is Geligtirme Analisti Endiistri Miithendisligi Boliimi
Ozet

ETI Cida Sanayi ve Ticaret A.S.’nin geleneksel satis kanalna hizmet ve-
ren distribiitorlerinin satiglarinin daha iyi tahmin edilmesi iizerine ¢aligildi.
Daha iyi satig tahmini ile, distribiitorler i¢in daha dogru satig hedefle-
rinin belirlenmesi, bu sayede distribiitorlerin iade ve revizyon talepleri-
nin azaltilmasi amaclandi. Yeni satig tahmin modelinin talepteki dalgalan-
malara daha etkin bir sekilde yanit vermesi hedeflendi. Cegitli metotlar:
igerisinde barindiran tahminleme sistemi, tahminlemesi yapilan markalar
i¢in en uygun metodu segtikten sonra tahminlerin {iriin seviyesine ayrigtirdi.
Yeni sistem ile iirtinlerin yaklagik %55’inde talep tahminleri iyilegtirildi.

Anahtar Sozciikler: Satig tahminleme, distribiitor, geleneksel kanal, satig
hedefi belirleme
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Distributor Demand Forecast Updated with
Historical Sales

Abstract

A new demand forecasting model was developed for ETI Gida Sanayi ve
Ticaret A.S.’s distributors, who operate in the traditional sales channel.
With better sales forecasts, the aim is for ETI to assign more accurate sales
forecasts to distributors, and thus reduce the revision and return requests
from distributors. The new forecasting system is aimed to be more sensitive
and reactive to fluctuations in demand. The new system contains several
forecasting methods, and after selecting a suitable forecasting method for
each brand, disaggregates brand level forecasts to SKU level forecasts. The
new system improved sales forecasts in approximately 55% of SKUs.

Keywords: Sales forecasting, distributor, traditional sales channel, sales
target determination.

8.1 Company Description

ETI Cida is among the leading companies in the Fast Moving Consumer
Goods (FMCG) industry in Turkey. The company started its activities with
a biscuit factory in Eskisehir in 1961, founded by Mr. Firuz Kanath as a
sole proprietorship. ETI Gida Sanayi ve Ticaret A.S. was later established
in 1972, with an even more diverse product mix. ETI Gida currently has
seven production facilities in Turkey: five in Eskigehir, one in Bilecik and
one in Konya (ETI, 2022).

8.2 System and Problem Description
8.2.1 Analysis of Current System

ETI begins its sales planning process by establishing the year-end closing
sales forecast for each customer group, which are then divided for each prod-
uct group. These are used to determine the product space, with active and
passive products. Later, in ETI, an intuitive forecast is made incorporating
certain factors such as seasonality, in order to determine the sell-out data.
The final sales forecast includes the distributor input on a weekly basis.
These data are entered manually to the demand planning system. After the
forecasts are completed, they are sent to the supply chain department for
revision and approval in case some estimates cause trouble in production
or packaging. After the final approval, a detailed sales plan is made to de-
termine the quantity to be shipped for each product category to each sales
channel.
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Overall, ETI uses a push system while working with its distributors.
Based on forecasts, distributors are pushed the amount of products deter-
mined by ETI. Distributors have a limited chance for requesting revisions
- each distributor is assigned a different percentage interval, which are pre-
determined by ETI, depending on historical data and return rates. If dis-
tributors are assigned too much product then, this increases their chance
of returning the additional products to ETI, which creates additional costs
for ETT .

8.2.2 Problem Definition and Scope

The current sales and shipment system are unable to respond to the changes
in demand actively. The current sales forecasting model is not performing
well in terms of forecast accuracy; therefore, the sales planning and ship-
ment are affected negatively. Possible effects that influence sales, such as
promotions done by distributors, customer activities, seasonality, are not
taken into consideration in a consistent manner, leading to low accuracy in
forecasts.

Although the company faces similar problems for many product groups
and distributors, the project scope is limited to improving the sales forecasts
for a pilot distributor located in Ankara (Distributor T') and a pilot category
(Category B). This distributor and category combination was chosen, as
Distributor T was the distributor with highest sales volume in Ankara,
and Category B was its sales category with the most sales. With this
combination, we had a long and continuous data set, as this distributor had
regular sales across the whole time period. Working with the distributor
with the largest sales volume also allowed us to create a larger financial
impact with this study.

The outcomes of the pilot study and the decision support system pro-
vided by the project team can later act as reference for ETI to implement
similar practices for improvements in other product categories.

8.3 Proposed System and Model
8.3.1 Proposed System

Historical sales data received from ETI is at the stock-keeping unit (SKU)
level and on monthly time basis. It spans the time period between January
2019 and October 2021. The data provides, for each distributor, how much
(in TL) the distributor bought of that SKU from ETI in a given month.
As a modification on raw data, some SKUs are consolidated, specifically
those which are the replacements of old SKUs that had a different product
code due to newly released packaging and weight changes. These new SKUs
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Figure 8.1: Hierarchy of Sales Data

does not have historical sales data, but after consolidating them with their
old corresponding SKUs, it is possible to generate forecasts for them as well.

Although historical sales data is in SKU level, due to ETI’s dynamic
assortment, making forecasts in the SKU level is not seen as a viable ap-
proach. We also know that aggregate forecasts are usually more accurate.
Therefore, as an alternative, we benefit from hierarchical nature of our data,
and do forecasts at different levels of aggregation. By summing up the SKU
level data with respect to brands and categories, the data is aggregated into
“Brand Level” and “Category Level”. Figure 8.1 shows our data hierarchy.

Forecasting system is created using “R” programming language. The
system uses the “Middle-Out” approach, which is used for forecasting hier-
archical data. For the “Middle Out” approach, a middle level is chosen and
forecasts are generated for all series at this level. Then, the middle-level
forecasts are disaggregated to series below this level, and aggregated to se-
ries above this level (Hyndman and Athanasopoulos, 2018). In our case, we
use the brand-level as the middle level. We forecast sales for each brand
individually, then disaggregate these to the SKU level. We sum the brand
level forecasts to achieve the category level forecasts. Figure 8.2 shows a
representation of these approaches.

To be able to perform the Middle-Out approach, we require forecasts at
brand-level. As the forecasting horizon, we forecast the 7'+ 1 and T + 2
month’s sales by training the model at the beginning of month 7', where T’
represents the current month. This is in-line with ETT’s current forecast-
ing practices. Figure 8.3 shows our conceptual model. To generate these
forecasts, we form a set of forecasting models listed below:

e Moving Average of order 1..12

e Exponential Smoothing
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Figure 8.2: Top Down and Middle Out Approaches: Representation
e Holt, Holt-Winters (Additive and Multiplicative)

e Linear Regression with year and month as predictors

e ARIMA, SARIMA

Our forecasting system designates the past 6 months as a “test period”.
If we denote the current months as month 7', during the test period, we start
at the beginning of month 7" — 6, take all previous data (months 1 ... T'—7)
as the training set, and forecast the brand-level sales of months 7" — 5 and
T — 4 using all of the models in the model set given above. Then, we move
on to the next month, T'— 5 and repeat the same procedure as before, so
that we end up doing several iterative forecasts in a rolling time-horizon

Input Output

Past Sales Data

SKU Specifics | - - - - » Input from ETI ». 5“";:::‘:“"

_______

Y

Outputofthe | _ Forecast for Months
System T+1 and T+2

Information on Future
Prices

Figure 8.3: Conceptual model
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fashion for 6 months. In summary, we use a six month testing period, and
train all models during that testing period with all available months’ data.
As an example case, if we were in July 2022, we would use January - June
2022 as the test period. During testing, we would start in January 2022,
and use data from January 2019 to December 2021 to train the model.
After training, we would generate forecasts for February and March 2022.
During the next iteration of testing, we would start in February 2022 and
use January 2019 - January 2022 as the training data set. Then, we would
generate forecasts for March and April 2022.

After the test period is over, we compare the results of the forecasts made
during the forecast period with actual sales, using a hybrid measure of Mean
Absolute Scaled Error (MASE) and Bias, with MASE having 40% weight
and Bias having 60% weight. MASE gives an insight into how well the model
the chosen model is forecasting compared to a naive model. Meanwhile,
bias shows whether the chosen model is chronically under-forecasting or
over-forecasting by calculating sum of forecast errors divided by sum of
actual values (Hyndman and Athanasopoulos, 2018). Bias is given special
importance here, as we believe that a low bias model is important for ETI’s
purpose. A low bias model will not output chronically low or high forecasts,
which could result in chronic under and over-stocking for distributors.

In summary, hybrid of MASE and Bias allows us to select forecasting
models performing better than naive models, and making low chronic error.
After selecting the forecasting models that have performed best over the
past 6 months for each brand, we use the selected models to forecast months
T + 1 and T + 2’s sales, where month 7" is the current month.

8.3.2 Notes on Model Development

Before settling on the above described forecasting system, we also tried
using the “Top-Down” hierarchical forecasting approach, which performed
worse compared to the “Middle-Out” approach. A representation of both
approaches can be seen in Figure 8.1.

To expand on our model set, we also tried adding regression, ARIMAX
and SARIMAX models to our model-set, which could utilize regressors/pre-
dictors. We tried adding the following predictors to these models:

e Number of SKUs offered in the current month
e Number of SKUs launched in the current month
e Number of SKUs launched in the last month

e Brand Price Index: Average unit price of SKUs in a brand
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e Relative Price: Relative price of a brand compared to other brands in
the category

e Price Drop: Whether the brand price index has dropped compared to
the past month

e Monthly Consumer Price Index of Turkey

e Monthly Credit Card Spendings of Turkish Card Users (Published by
Interbank Card Center - (BKM, 2022) )

e COVID-19 Pandemic: A multinomial variable with levels 1-5 that
represent increasing strictness of COVID restrictions.

For selecting predictors, we implemented a brute-force selection ap-
proach, which considered all 1, 2 and 3 combinations of our 9 possible pre-
dictors and inserted them to eligible models. We limited maximum number
of predictors to 3 in order to prevent over-fitting due to having too many
predictors. These models with regressors were added to the model set and
their performance was compared to others. Even though, in most cases,
they were performing relatively well, we decided to rule these models out
after verification stage, as we observed that these models were not showing
consistent results during simulation and the predictors had counter-intuitive
coefficients. Some predictors, majorly the economic parameters like CPI,
also carried the risk of showing major changes in the future due to Turkey’s
current economic volatility, which could affect forecast results unpredictably.

8.4 Verification and Validation

For verification stage, we check whether the forecasting model selection algo-
rithm produces consistent model choices. Once the system selects forecast-
ing models for each brand, these models are given as input to the simulate()
function in R, which simulates data from the distribution of the inputted
model. Simply, this gives us a simulated set of historical sales data. We
collect the simulated data, and enter this data into the system instead of the
actual historical sales. After running the system again with the simulated
data as input, we check whether the system selects a reasonable model for
the brands, knowing which models their data was generated from.

For the validation stage, we use the last six months as the “test” period
and generate rolling horizon forecasts for all models at the beginning of each
month. After, we select the model that performed best across the six-month
forecasting horizon for each brand by comparing forecasts to actual sales.
Then, by using the chosen model, we generate forecasts for the months 7,
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ysis pages

T + 1, and T + 2, which are in the unseen future. We assume that we were
three months behind our last data and used data before in the same year as
the test period to perform validation. We then forecast the brand level sales
for these three months that we had the data, without using them. Our aim
is to observe that the model we choose after the test period would provide
high accuracy forecasts between these periods.

8.5 Implementation and Integration

The user interface is designed using R’s RShiny package. The user inter-
face has 4 sections: instructions, hierarchy update, forecasting and visual
analysis of forecast results. Screenshots of the user interface can be seen
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in Figure 8.4. The user interface requires an Excel file input containing
historical sales data from ETL. It also requires an up-to-date hierarchy file,
which contains the product codes and names of SKUs, and information on
whether they are in the product-space. We were unable to integrate with
ETD’s database due to confidentiality purposes, therefore, we designed the
system to ask for input from the users.

For the pilot study, the user interface and user manual are delivered to
ETI in April. The pilot study consists of ETI testing the system, comparing
the forecast results with the actual sales, and providing feedback on possible
areas of improvement.

8.6 Benefits to the Company

For the pilot product category and distributor, the proposed system presents
better forecasting accuracy. With better forecasting, ETI will also be able
to react to changes in demand better and indirectly improve its shipment
planning activities. The provided benefits can be found below.

e Increased Forecasting Accuracy:

The increase in forecast accuracy reduces the revision and return
rates, coming from the distributor and indirectly altering the ship-
ment plans. The expected reduction in return rates will reduce the
costs, as ETI is responsible for re-purchasing all the unsold goods
from the distributors. Reducing the number of revision requests will
prevent losses as in lost sales. Currently, as the distributors have a
percentage interval within which they can make a revision, it is not
possible to increase the order that ETI sets despite the higher market
demand, hence better forecasting can also increase profits by increas-
ing the quantity sold. For cost savings in a wider scale, we recommend
ETI to implement this system for other product categories as well.

e Less Management Time Spent on Evaluating Revisions: Currently, the
data are manually entered to the algorithm in order to compute the
sales forecasts. The proposed system reduces the management time
spent on sales forecasting and distributor stock allocations. Also, less
time is allocated to revision evaluation, since now the management
needs to approve a smaller number of revision requests and adjust-
ments to shipment plans that cover those requests. Thus, manage-
ment hours spent on similar tasks is reduced, and the saved time can
be spent on more critical tasks that require managerial attention.

e Higher Responsiveness to Demand: The proposed solution strategy
leads to a quicker response to changes in demand, which may be caused
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by external market factors, distributor activities, seasonality, changes
in customer preference and promotions.

8.7 Conclusion and Future Work

The project covers one category and one distributor and uses a Middle-Out
approach. For each brand, a selection of models giving the best predic-
tions in the last 6 months period are found. At the brand level, the most
appropriate percentage of sales in the previous 6 months is selected, and
disaggregation is performed. Compared to ETT’s distributors’ sales targets,
our model forecasts were better in 51 of the overall 93 SKUs, which is ap-
proximately 55% of SKUs. To conclude, this project improves ETT’s sales
forecasting system, thereby reduces revision requests, product returns, and
generates better allocations to distributors, which enables ETI to react to
changes in demand dynamically and indirectly improves the shipment plan-
ning activities. We believe that this forecasting system will provide better
forecasts gradually, as the training data set will expand as time passes.

As future work, we recommend trying to add predictors or regressors to
the system when more data is available, which will prevent over-fitting. This
system can also be used as a benchmark for future forecasting systems to be
implemented. Moreover, we recommend ETI to implement this system for
other product categories and distributors. Considering our pilot study, we
provide results for one distributor and one category. However, the system is
designed to be flexible and applicable to other categories and distributors,
therefore, we recommend ETI to consider implementing the system for other
distributors and categories.
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Ozet

Sirkette gerekli malzemeyi dogru zamanda ve dogru miktarda almak igin
planlama ve satin alma departmanlar: birlikte caligmaktadir. Planlama de-
partmaninin gerekli malzemeleri planlamak igin bir yontemi vardir. An-
cak Planlama Departmaninin yillik planlariyla aylik satin almalar arasinda
uyusmazliklar yagsanmaktadir. Bu durum satin alma departmaninin prob-
lem yasamasina neden olmaktadir.Mevcut sistem degerlendirilmis ve satin
alma departmani i¢in daha verimli bir satin alma yontemi hazirlanmigtir.

Anahtar Sozciikler: Satin Alma, Envanter, Planlama.
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A Decision Support System for the Raw
Material Procurement

Abstract

In the firm, Factory the Planning and Procurement Departments work to-
gether to purchase the required material in the correct amount on time. To
achieve this, the planning department has a method to plan the required
materials. However, there is a discrepancy between the monthly and yearly
plans and procurements. Therefore, this situation causes the procurement
department to purchase inefficiently and unclearly. The current system is
evaluated, and an efficient purchase method for the procurement depart-
ment is proposed.

Keywords: Procurement, Inventory, Planning.

9.1 Company and Problem Description

Isbir Holding was established in 1968, and I sbir Yatak was established in
1999 as the youngest investment of Isbir Holding. There are two assembly
lines in the manufacturing area and two main types of products that are
produced in these lines, one of them is quivered mattress, and the second
is sealed mattress. Due to prices of sponge and spring steel being relatively
high and those products being frequently used, i§bir has decided to procure
essential raw materials from their own facilities. These raw materials are
used according to receipts of products. The Planning Department decides
on the needed amount and needed arrival times of the raw materials by using
the Material Requirements Planning (MRP) and the Bill of Material (BOM)
for a three-month period. After this decision the Procurement Department
decides on which suppliers to purchase from and the order quantities to be
purchased by evaluating the lead times, prices and minimum order quanti-
ties for suppliers. Using this decision the Procurement Department finalizes
the purchases.

As we have been informed by the representatives of the company, the
planning schedule is generated in the Planning Department initially. They
analyze the sales data from the previous periods, mainly the previous year,
and then generate an estimation of the forecast for the upcoming year.
With the forecast being in consideration, they generate a master produc-
tion schedule (MPS) for the upcoming 12 months with monthly time buck-
ets taking into account the production capacity of the company. The initial
MPS is then divided into 3-month long horizons with time buckets as weeks
in order to see a more detailed picture of the production schedule. Fur-
thermore, the plan is differentiated for each raw material which is extracted
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from the bill of materials of the products. After the MPS is set, the Procure-
ment Department approves of the plan and starts the purchasing process.
After different suppliers have been called and various price offers have been
taken, they are evaluated in an Excel sheet for comparison purposes. The
comparison is done within the scope of the cost and the trust to the supplier
and the quality of their products. When the work order is concealed, the
logistic period starts for the products. The goal of the Procurement De-
partment is to acquire the best deals for the raw materials and trade goods
in order to lower the cost of the company’s procurement process. While
the Procurement Department is trying to minimize the purchasing costs by
ordering in bigger batches in order to take advantage of volume discounts,
this can lead to an excessive inventory cost thus increasing the total cost in
the procurement process.

We have analyzed the complaints of the company with the symptoms
which arise from their problems and decided that the most beneficial addi-
tion to the company ordering and planning process would be to introduce a
decision support system that have inputs such as budget, inventory capacity,
unit volumes of items, demands, lead times, safety stock levels, minimum
order quantities for suppliers and the MRP report. This decision support
system model gives the amount of raw materials and trade goods to be or-
dered from specific suppliers in the beginning of periods as output. To make
better deals and satisfy the minimum order requirements stated by suppli-
ers, the Procurement Department tends to purchase the required materials
regardless of the Planning Department’s plans. Therefore, the company
needs a more obvious purchase process to satisfy both suppliers and the
Planning Department. Throughout the project, the following deliverables
have been carried out to achieve the goals for improving the company’s
purchase process.

9.2 Proposed Model and System

When we consider the current problems that Isbir Yatak is facing, we con-
cluded that we can prepare a decision support system to be able to overcome
the problem. It is a combined system of a mathematical model and an SQL
database. It also has a user-interface to change the parameters of the model.
Since demand, unit prices of raw materials or lead times of the factory may
change every month, our model should be able to update its parameters. To
be able to adapt these changes to our model, we prepared a user-interface
which a user can change or add the required information to the system.
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9.2.1 Mathematical Model

To be able to solve the problem that i§bir Yatak is facing, we developed a
mathematical model (Nahmias and Olsen, 2015). You can see the mathe-
matical model and explanations below.

Sets, Parameters and Decision Variables

Sets

I: Set
ie{l,..,N}

of

raw materials,

T: Length of the horizon in
months, t e {1,...,L}

J: Set of suppliers where each
alternative payment and delivery,
jed{l,.., M}

Parameters

M;;: Minimum order quantities
for each supplier j for each item ¢

PC: Penalty cost for backorder

P;j;: Price of raw materials ¢ at
the beginning of period ¢ from
supplier j

I B: Initial budget at the start of
the horizon

C': Total inventory capacity

R;: Cost of renting a new depot
in period ¢

II;: Initial inventory levels for
each product i at the start of the
horizon

u;: Unit volume of raw material ¢

D;;: Demand for raw material ¢
for period t

7;: Lead time for supplier j

I;: Inventory level on hand at the
beginning of period ¢ for product
1

S8 Safety stock level of product
1 for period ¢t

I;;: Inventory level for raw mate-
rials ¢ at period ¢

I,;: Backlogged inventory at the
beginning of period ¢ for product
1

SS;: Penalty cost for having
inventory less than safety stock
level

SSCj: Penalty cost for having
inventory less than safety stock
level

SS;: Amount of inventory level
above safety stock level

Decision

Variables

Yi;:: Amount of raw materials ¢
ordered from supplier j at the be-
ginning of period ¢

Ajp: Orders that will arrive at pe-
riod ¢t for item i
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, if supplier j is
used for item i
in month ¢

0, otherwise

1, if a new depot is
2 = rented in month ¢ Wije =
0, otherwise

Mathematical Model

M L N
min ZZZ mt*}/z]t (Rt*zt)—l—(PC'lt*I;)—l—(SSClt*SS;)]

j=1 t=1 i=1

s.t

A =30 Yijery) Vie N,Vte L (1)
Li=1f I Vie N,Vte L (2)
Iy = Iy Vie N (3)
Lip + Aip — Dip = L) Vie N ,Vte L (4)
Zfilf;(“tJrl)*uiSC’—l—M*zt Vie L (5)
I7 — SSt+S8S;, =59 Vie N ,Vte L (6)
S jia Yiir iy P # Yije + 3 Rex 2 < IB (7)
Yije < M *w;j Vie N ,Vje M Vte L (8.1)
M;j — Y < M * (1 — wjjt) Vie N ,Vje M  ,Vte L (8.2)
z,wiee {1,0}, Y >0, Az >0 Vie N ,Vje M  Vte L (9)

While developing our model, our objective was to minimize the total cost
of procurement decisions. In the objective function, there are penalty costs
for backorder and safety stock level to be able to minimize the backorder
amount and remaining under the safety stock level for each raw material.
Explanation of each constraint can be seen below.

1. Collected Raw Material Constraint: This is a constraint to be able to
collect all orders from different suppliers for a specific raw material
while considering the lead time of that supplier.
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. Backorder Constraint: This is the inventory constraint that allows the
model to have either backorders or positive inventory.

. Initial Inventory Constraint: This is an initialization constraint. Since
Isbir Yatak currently has inventory on hand, we are introducing that
inventory to our model.

. Inventory Balance Constraint: It updates the inventory for each pe-
riod t, by considering the inventory at time t-1 demand scheduled
receipts.

. Capacity Constraint: This constraint has two tasks. First one is that it
makes sure that the total volume of arriving orders does not exceed the
total capacity. Second one is to decide whether to rent an additional
depot or not. If the total capacity of the warehouse is not available it
considers renting a new one.

. Safety Stock Level Constraint: This constraint is for the safety stock
level of each item.

. Budget Constraint: It considers prices of ordered items and if there is
a renting decision adds that amount to this constraint.

. 8.1 and 8.2 are Minimum Order Quantity Constraints: These are if-
then constraints that make sure that we are above the minimum order
quantity of the supplier that we order from.

. Domain Constraints: Renting and using supplier decision variables, z;
and w;j¢, are binary and amount of collected and purchased materials,
Ajt, Yiji, are continuous variables.

9.3 Validation

Validation We formed our mathematical model and then we coded it into
Python with the “mip” module. In this way, we transformed our math-
ematical model into an open-source optimizer that allowed us to convert
Python to an optimizer by “mip” module. Then, we could solve our math-
ematical model with this program. After we saw a solution in Python, we
checked our model whether it worked properly or not by the verification
processes with data that are created by us. We saw that our model gave
an appropriate solution that was expected by us according to our intuition.
After this process, we ensured that our model worked properly. To see the
credibility of our model, we conducted the validation process for our model.
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Figure 9.1: Model validation.

To achieve this, we firstly extended our model to real situations using real
data. We noticed that we had large input sets so we decided to use SQL
to create a database. After we created the SQL database, we filled it with
real data given by the company. Then, we needed to draw data from our
database in Python. To achieve this, we composed our parameters with
SQL queries in Python thus it read the database and formed parameters
automatically. In this way, our model is automatically updated whenever
our database is updated. Then we added error codes that include negative
inventory message, lower inventory than safety stock level message, critical
level of the remaining budget message, and new inventory needed message.
To validate our model, firstly we took an expert opinion about our con-
straints and intuition of our model. After we got expert approval, we ran
our model with real data given by the company for a particular period.
We were aware that our objective function was not an exact cost function
since it included artificial costs that were backorder costs and inventory level
that was under the safety stock level cost. Therefore, we tried to determine
these costs to make a procurement decision logically. To achieve this, we first
set our backorder cost as $10,000,000 and penalty safety stock level cost as
$100,000. We noticed that these numbers were small for our model since the
model tried to increase the level of backordered materials and set inventory
level less than the safety stock level due to small penalty costs. Therefore
we increased them gradually and finally we determined these costs as final
values $200,000,000 and $1,000,000 respectively. Then, we observed that
our model tried to purchase materials that did not cause backorder and had
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a higher inventory level than the safety stock level. In this way, our model
could meet the demand, have a higher inventory level than the safety stock
level, and could not face backorder, the solution can be seen in Figure 9.1.
This situation was desired by the company with our intuition. Then, we
printed only procurement costs that included only the purchased materials
cost of our model and we found $1,094,524.82. To compare, we analyzed the
company’s procurement processes and calculated their procurement costs
which were found as $1,379,101.27. It showed that if the company used
our model, they would get 26% fewer procurement costs while they were
meeting their demand. Therefore we observed that our model could provide
a 26% cost reduction. After this point, we analyzed our initial budget since
the initial budget was provided by the Finance department, however the
initial budget might have a great impact on the solution. We set different
numbers for the initial budget and ran our model repeatedly. We observed
that the lower boundary of our model was $700,000 for the initial budget
since our model could not satisfy the requirements when the initial budget
was less than $700,000. Therefore, we proposed that a budget, higher than
$700,000, should be used when our model ran. Then, we compared a higher
budget that was equal to $1,100,000 to a lower budget that was equal to
$700,000. We observed that all budgets in these two cases were spent by
our model to meet demand and provide higher inventory levels than the
safety stock levels for each material. The model was successful to meet
demand but the model had to pay penalty costs since there were inventory
levels less than safety stock levels in both two cases. However, we noticed
an important difference between these two cases. All budgets were spent
but the lower budget case paid penalty costs much more than the higher
budget case since inventory levels were under the safety stock levels that
can be seen in Figure 9.2. We determined these costs as artificial costs but
this situation showed that if the initial budget were low, the company had
a high risk to face run-out inventory.

9.4 Integration and Implementation

The group used Excel and SQL as database and user interface, Python as
an open-source optimization program for analyzing the given data by the
company, interpreted the data to find a solution, and made a purchasing
algorithm that can be easily used and implemented for the procurement
department. The company uses SAP, so they can integrate our code into
their systems. We created an SQL database and integrated it into our code
in Python. Our decision support system worked based on up-to-date data.
After the project, the company representatives will need these algorithms
and tools if they decide to use the solution of the group.
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Amount Below Safety Stock Amount Below Safety Stock
Item No (I) Time Period (T) When Budget = 700,000 When Budget = 1,100,000 Difference

2 2 1281,94 0 -1281,94
13 2 7671 744 -6927
14 2 5094 2368 -2726
23 3 2291,52 0 -2291,52
24 3 4500,33 427,61 -4072,72
26 2 11728,65 562737 -6101,28
26 3 4748 0 -4747,55

Figure 9.2: Safety stock level difference in terms of budget.

9.5

The benefit that our model providing to the company is related to their
purchasing strategy. Due to the constraints in some critical materials, the
company was leaning more towards an intuitive purchasing strategy. Our
model allowed the Procurement Department and the Planning Department
to fuse their expectations for the future and settle on economic order quan-
tities which minimized the cost of purchasing while utilizing the inventory
space efficiently by also minimizing the cost of inventory. Also, the com-
pany is now able to choose their suppliers more efficiently and consider their
priorities for each item which changes from item to item and according to
the purchasing period.

Benefits to the Company

9.6 Conclusion

To conclude, after the initial meetings with the company officials we decided
that a well developed model will help Isbir to solve their procurement-
inventory related problems. So as a group we developed model that consid-
ers inventory levels, checks safety stock levels, decides the order quantities
while taking into account the prices from different suppliers and inventory
costs. All of this satisfies everything the company asked from us. Further-
more, the flexibility of our program to be used for different materials is
another aspect of their expectations.
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Bak Ambalaj miusterilerinin talep miktarimi ve bu talepler icin gerekli olan
hammadde miktarini ge¢mis aylarin siparig verilerini analiz ederek yap-
maktadir, fakat bunlar dogru sonug vermemektedir. MTO yapisina gore
caligan girket bitmis iirtin stogu yapamamaktadir c¢linkii miisteriler si-
parislerinde degisiklik yapabilmektedirler. Miigterilerin siparig teslim siire
beklentisi, hammadde tedarik stirelerinden kisa oldugundan zamaninda tes-
limler yapilamamaktadir. Bu sorunu ¢ozmek igin gelistirilen tahminleme
sistemi aylik hammadde ihtiyag¢ ve siparig miktarlarin1 ongorerek arada ka-
lan problemli siireyi azaltmaya caligir. Gegmis siparis verileri kullanilarak
geligtirilen algoritma gelecek 12 ayin siparig ve hammadde miktarlarini en
az hatayla tahmin edecek gekilde tasarlandi ve girketin sistemiyle uyumlu
arayliziiyle kullanima hazir hale getirildi.

Anahtar Sozciikler: Siparig Teslim Siiresi Problemi, Tahmin Algoritmast,
Talep Tahmini
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Raw Material Demand and Order Quantity
Forecasting System

Abstract

Bak Ambalaj makes forecasts using previous order data of the customers
but they cannor get accurate results. They cannot keep finished product
inventory, as customers may make changes in their orders. The problem is
that the customer’s expected lead time is 15 days but orders are delivered
in about a month due to lead time of the raw materials. Considering similar
problems and solutions, a literature review was conducted. With the de-
mand forecasting system, monthly raw material needs and order quantities
are predicted, thus eliminating the problematic time which is between the
average raw material supply time and the average delivery time. In this
direction, a forecasting algorithm was developed using the historical order
data provided by the company. This algorithm is designed to predict the
order and required raw material quantities for the next 12 months with the
least error rates. It has been made suitable for use with an interface design
suitable for the use and system of the company.

Keywords: Order Delivery Time Problem, Forecasting Algorithm, De-
mand Forecast

10.1 Company Information

Bak Ambalaj, a flexible packaging manufacturer, has been serving leading
companies in various sectors since 1973. Bak Ambalaj, which is located
in Izmir Atatiick Organized Industrial Zone and carries out its activities
in 5 different facilities, provides a continuous and sustainable service to
its customers. The company exports 74% of its production, especially to
Western European countries. The company produces printed, imprinted,
and laminated flexible packaging films for various sectors. Products of the
company are packaging films or pouches for snack foods, biscuits, bread
and fresh food, dried foods and pasta, coffee and tea, sugar and chocolate
confectionery, chemicals and hygiene.

10.2 System Analysis

Customer orders are delivered in different sales units such as kilogram, me-
ter, square meter, or piece. There are three types of customers. The first
type consists of customers who send their demand information regularly to
the company. The second type consists of customers who do not send their
demand information regularly. The last type consists of customers who do
not send any demand information and expect the company to make rolling
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forecasts by analyzing historical data. The main raw material used in the
manufacturing processes of the company is film. There are a total of 235
types of film that are being used in production stages. However, when the
thickness variety of these films is considered, there are a total of 621 types
of film that need to be analyzed. Data analysis is made by using the time
series method in R program in order to observe seasonality and autocorre-
lation between the film types. Data analysis is also conducted for 11 mostly
used products. These analyses helped us to choose the most appropri-
ate forecasting technique amongArima, ETS, Prophet with Xgboost,Ranger,
andXgboost (Udom, 2014).

10.3 Problem Definition

Orders placed are generally delivered in about a month. However, the cus-
tomer’s expected lead-time is 15 days. The 15 day period in between is
expressed as the dark period for the company. The difference between
the expected lead-time of the customers and the lead-time of the suppli-
ers causes this dark period. The purpose of this project is first to find
prediction algorithms to forecast customer demands and film types, second
to design a user interface for the company to enter customer related data
and operate the algorithm to predict the customer demands, third to com-
pare the predicted data with the realized customer orders and/or with the
previous period forecast and lastly by using this data, calculate the critical
raw material needs.

10.4 Solution Approach

While estimating the demand for the next 12 months with the 3 year or-
der and raw material data provided to us by Bak Ambalaj, three differ-
ent estimation methods were used primarily. These are Autoregressive In-
tegration Moving Average (ARIMA), Seasonal Autoregressive Integration
Moving Average (SARIMA), and exponential smoothing methods. When
comparing ARIMA to other models utilizing MAPE (Mean Average Per-
centage Error), the ARIMA model exhibits superior outcomes than other
models after applying five data sets of raw material from a plastic distrib-
utor using four forecasting methodologies.Exponential smoothing forecasts
are weighted averages of previous observations, with the weights decaying
exponentially as the observations get older. The larger the related weight,
the more recent the observation. It can be used with seasonal and trend pat-
terned data. ARIMA (Autoregressive Integrated Moving Average) models
are more general than exponential smoothing. All ETS models are non-
stationary while ARIMA assumes the data is stationary. For the cases of
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nonstationary data, differencing is used to convert the data into stationary
by computing differences between consecutive observations. Moreover, if
the data has seasonalitySARIMA (Seasonal ARIMA) can be used.

In addition to these models, since different models can be selected for
each product and each film type, three more new models that are also
important for machine learning, which we found as a result of our literature
research, were used. These are the Prophet with Xgbhoost, Ranger, and
Xgboost models. Other reasons for adding these forecasting models can be
shown that running time is reduced by 25% and it can be transferred to the
user interface more easily.

After conducting a comprehensive data analysis, it is observed that there
are some products and film types which are ordered or used rarely. This may
cause inappropriate forecasting for these products and film types. Therefore,
for rarely used products and films we implemented a demand categorization
method for more accurate forecasts. There are 4 different demand pattern
categories which are smooth, erratic, lumpy, and intermittent (Kostenko
and Hyndman, 2006; Tharmathasan, 2021; Hyndman and Athanasopoulos,
2018; Montgomery et al., 2015).

Train and test sets were applied to compare the performances of these
models. According to these selected train-test sets, the performance metric
results calculated automatically by the software were compared. Four per-
formance metrics were used for comparison between the models. These are
Mean Absolute Error (MAE), Root Mean Squared Error(RMSE), Mean Ab-
solute Percentage Error(MAPE), and Mean Absolute Scaled Error (MASE).
After demand categorization, there is an accuracy testing part included in
the code. This part shows which one of the methods fits best to our problem
with less error. Different forecasting measures such as Mean Absolute Er-
ror (MAE), Root Mean Squared Error (RMSE), Mean Absolute Percentage
Error (MAPE), and MASE are used by R with the accuracy part (James G.
and Tibshirani, 2021).

This code provides a way to try different forecasting methods and se-
lect the appropriate one. Appropriate method was chosen according to the
smallest error results with comparison. Similar forecasting codes was ap-
plied for each film type and product type. Data set can be denoted by
Y1,--,Ys , and it is split into two sections: the training data (y, ..., yy ) and
the test data (ynyi1,...,yr). The h-step-ahead forecast can be written as
Un+nn- The forecast errors are the difference between actual values in the
test set and the forecasts produced using only the data in the training set:

e =Yy —Yyn for t =N+ 1,.., T
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If all forecasts are on the same scale such as y; and e; are both in meters,
MAE or RMSE can be used:

Mean absolute error: MAE = mean(|e;|)

Root mean squared error: RMSE = mean(y/e?)

MAPE can be used if forecast accuracy on several series with different
scales need to be compared, unless the data contain zeros or small values,
or are not measuring a quantity:

Mean absolute percentage error: MAPE = mean(|p;|) where p, = 1003

If MAPE is inappropriate, MASE can be used for several series with
different scales. Q is a scaling statistic computed on the training data.

. : N
For a non-seasonal time series: Q = = > imo Y5 — yj-l
N

For seasonal time series: ) = Nim > immit Y5 — Yiml
Mean absolute scaled error: MASE = mean(|q;|) = MTAE (Hyndman and

Athanasopoulos, 2018)

After the performance of each forecasting model was analyzed according
to MASE and RMSE values which are better for ARIMA model, it was seen
that the least margin of error for each product and film type was provided
in different models. As a result of the negotiations with the company, it
was decided to print each model used with the user interface for each film
type and for each product and to select the most suitable model. In this
way, all of the outputs are compared with each other.

10.5 Verification and Validation

In order to see that our model works correctly and as desired, the models
and the software (packages) were verified. For the package verification part,
we compare the results of an applied forecast using a different package
with the results we found by forecasting the same data with our package.
Obtaining the same results shows that it was seen that the packages we used
were working correctly. For the model verification part, the values found
during the data analysis were used. The models automatically select the
parameters, we manually entered the values found in data analysis and we
compared the results. The results matched the model’s self selected results
and it verifies that our models work as intended.

For validation the forecasts results error percentages are calculated. Due
to the density of the number of film types and the number of orders, the
most used film types were selected as samples and each model for the most
used film types and only used the date of December 2021, January 2022, and
February 2022 are used for validation. Figure 10.1 shows the error rates,
according to which the MAPE values of our sample data are generally in the
range of 10%-30%. This shows that we made appropriate forecasts despite
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using a specific sample and a specific date, and these results were discussed
with the company and found appropriate. With more input (data), these
results can be even better (Hilston (2017)).

RMSE
Prophet w/xgbo ranger xgboost arima
25,28 21,10 29,06 13,53
18,92 19,82 20,91 7,49
39,95 31,55 41,15 21,59
16,90 18,04 17,70 15,86
57,75 54,43 59,50 37,22
12,42 23,23 12,37 12,24
50,69 63,39 51,38 82,68
35,99 29,19 59,75 3025,92
48,64 27,70 53,93 22,06
29,68 27,92 32,73 24,61

MAPE
Prophet w/xgbo ranger xgboost arima
21,37% 18,23% 26,68% 13,13%
17,76% 18,77% 19,90% 6,55%
31,33% 26,48% 35,97% 16,40%
15,17% 16,68% 15,69% 14,16%
57,66% 54,29% 59,42% 36,31%
11,83% 21,16% 11,72% 10,23%
50,00% 57,15% 47,99% 61,97%
29,72% 21,87% 58,53% 2899,26%
47,68% 24,39% 53,24% 16,42%
27,90% 26,76% 31,28% 22,04%

Figure 10.1: Root Mean Squared and Mean Absolute Percentage Errors

10.6 Benefits and Implementation

The company does not have a special system for forecasting orders. It
uses customers’ forecasts, however, only 10% of the customers send their
forecasts to the company. We created a system that analyzes old order
data and gives forecasts with small errors. The most important benefit we
provide for the company is providing accurate forecasts for both products
and film types. Forecasts can be used separately by the company with
selecting necessary data such as film type or order quantity for future order
quantities with kg unit. In this way, the company can reduce the delay
problems to be experienced with customers by controlling the forecasts and
placing the necessary orders at the right time.

In addition, a user interface was provided to the company so that they
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could reach these forecasts more easily; see Figure 10.2. The design of the
application is decided with the company and it consists of two parts. The
first part is the selection screen and the second part is transformed into the
Excel program as the result screen. In the user interface, data entry was
provided by the company and they can get forecasts. At the same time,
the charts of the forecasts can be accessible in the other window. When
the interface design is finished with R Shiny, a user manual was provided
to the company; RStudio Team (2020), Granjon (2020). The company can
download the R program and control the interface on their systems.

Bak-Future Bak-Future Bak-Future

File Selectiof rganized Dal Plot(Raw

Upload Excel File
Select Id's for Plot Creation

Select Date

Select Category Variable

Select Value to be Forecasted

Figure 10.2: User Interface

10.7 Conclusion

Bak Ambalaj needs a demand forecasting algorithm which is giving outputs
byExcel. Furthermore, the company wants to integrate the outputs into
their system with a user interface. Therefore, it is decided to use theR
Programming Language to implement these forecasts. By doing verification
and validation analysis it is approved that algorithm outputs from the R
software are accurate. Moreover, to implement algorithm to user interfaceR
Shiny is used and useful tool is developed.
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Ozet

Sirkette ithal malzemelerin ay bazinda stok seviyeleri, siparis miktarlari
ve tahminleri bir Excel dosyasi tlizerinden takip edilmektedir. Malzeme
bazinda hesaplanan katsayiya gore, verilmesi gereken siparig adetleri belir-
lenmektedir. Servis seviyelerini arttirmak, envanter maliyetlerini diiglirmek
ve girket icin sistematik ve uygun bir siparig yontemi olusturmak amaciyla
bu proje geligtirilmistir. Materyallerin takibi icin de ayr1 bir uyar1 sistemi
olugturulmustur. Kullanilan yazilimlar bir arayiizle birlestirilmistir. Proje
sonucunda sirketin siparis uygulamalarinda gelismeler gortilmiigtiir.

Anahtar Sozciikler: Emniyet stogu, envanter yonetimi, talep dalgalan-
masi, matematiksel model, agik siparig uyari sistemi
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System Design for Ordering Import
Materials

Abstract

In the firm, monthly stock levels, order quantities and forecasts are received
and tracked via an Excel file. According to the safety stock coefficient
calculated on the basis, the preferred order quantities are determined in
the current system. The project is designed with the aim of planning a
systematic and appropriate algorithm for orders and determining safety
stocks for Arcelik, along with installation of a warning system for materials
in the same plan. By making use of the results and application of the
software used, the proposed system caused improvements to the orders and
inventories at the Arcelik Tekirdag Drying Machine Factory.

Keywords: Safety stock, inventory management, demand fluctuation,
mathematical model, open ordering system

11.1 Company Information

Argelik was established in 1955 at Stitliice, Istanbul. Currently, the com-
pany has 40.000 employees worldwide, with over 28 production facilities
in 9 countries, alongside Sales and Marketing organizations in 48 coun-
tries and 12 global brands. Its brand portfolio includes Beko, Grundig,
Blomberg, ElektraBregenz, Arctic, Leisure, Flavel, Defy, Altus, Dawlance,
and Voltas Beko. The company is Europe’s 2nd largest white goods com-
pany in terms of market share based on units. Furthermore, Arcelik is the
market leader with the brands “Arctic” in Romania, “Defy” in South Africa,
and “Dawlance” in Pakistan. Furthermore, the company also leads in the
white goods market of Turkey, with products such as air conditioner units,
TV sets, and small home appliances.(Argelik, 2020)

Production in the Drying Machine plant, located in Tekirdag, started
in 2004 within Argelik, while the company established a new facility in
2007. The Arcelik Drying Machine Plant follows a Make-to-Stock (MTS)
production strategy. The products are manufactured according to sales
forecasts and expected customer demands. In order to meet customer de-
mands, Arcelik’s Drying Machine Plant uses a custom-built system from
SAP as its ERP (Enterprise Resource Planning) software for processes such
as production, production planning, materials management, and procure-
ment. In addition to SAP, they also rely on spreadsheet software such
as Microsoft Excel for retrieving data from reports generated by the SAP
system, primarily because sometimes manual interference might be neces-
sary. Therefore, Arcelik representatives should periodically update Excel
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files containing information from these said reports as well.

11.2 System and Problem Descriptions

Argelik uses SAP and Excel to manage its imported material planning.
Planners retrieve data from SAP Reports, explained in Figure 11.1, such as
from Material Requirement Report, Instant Material Report, Imported Ma-
terial Stock Report, Product Tree Component Report, Annual Production
Plan to Excel files, which they have to update manually, as stated earlier.

ZIHT Material Requirement Report

It is the report where they can view their monthly requirements for the materials given as
direct use or entrusted to the sub-industry.

ZM33-ALV Instant Material Report

It is the report where they can view the unrestricted stock, quality control stock and blocked
stock of the material instantly.

SNP - Annual Production Plan

It is the report shared by the master planning team, where production numbers of product
codes can be viewed on a monthly basis for one year.

Figure 11.1: SAP reports

Material planners of the Drying Machine Plant determine a multiplier
while planning the orders of imported materials. They consider parameters
such as lead time, whether it has an alternative material or not, demand
fluctuation, and local supplier option availability. While doing material
planning, they find the ending inventory of (n)th period by multiplying
the requirement of (n+1)th period with the multiplier. While planning the

n__ I I.: Inventory level at the end of n period
Dn+1

D. : Demand for n' period

k : Multiplier

Figure 11.2: Multiplier calculation

orders, they obtain a different multiplier, called a “calculated multiplier”,
which, for (n)th period, is found by dividing the demand of the (n+1)th
period to the ending inventory level of the (n)th period.

11.3 Current Inventory Management Issues

Arcelik specifically mentioned that all processes regarding imported mate-
rials were manually operated and maintained, which led the system being
highly subject to various errors caused by manual entries. These errors
originated from the varying techniques used by the engineers for determin-
ing order amounts. Since this method is not systematic, the order amount
requirements may not meet the demand in some periods.
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Furthermore, aside from inventory management issues, the company de-
clared they could not properly track the scheduled arrival dates of imports
and how inbound materials would arrive earlier or later than the estimated
arrival dates. The management also faced issues regarding stocking the
unplanned arrival of material shipments, which would again disrupt entire
planning system. This creates issues regarding inventory and production
planning, as the entire supply chain can be abruptly impacted, given unex-
pected material arrival, without any warnings for the early or late arrivals.

11.4 Data Analysis

The MPS file from Arcgelik, which is an annual production report released
every two weeks, contains master production planning data of how much of
the ending products will be produced on a monthly basis.

The ending products consist of many materials, where fluctuating de-
mand for the final product also influences the demand fluctuation of the
materials. In order to make a more accurate observation, we determined
which ending products and materials are interconnected, before filtering
them from the data. We calculated the weekly average demand and devia-
tion for each month after determining the weekly and monthly total demand
amounts. These values are used in safety stock calculation and will be ex-
plained in the next section in more detail.

While investigating if there is seasonality, we determined seasonal fac-
tors for each material at each period. In this manner, December, January,
February represents the 1st season, March, April, May represents the 2nd
season, June, July, August represents the 3rd season and September, Oc-
tober, November represents the 4th season. In terms of finding seasonal
factors, the monthly average demand values are used. Firstly, the overall
average score is computed by using the MPS values for each material con-
cerning 12 months, then the monthly mean value for material is divided
with that score. The seasonality factors are shown in Table 11.1.

SEASONAL FACTORS
1st Season 2nd Season 3rd Season 4th Season
Material A 1,68 0,77 0,65 0,91
Material B 1,41 0,38 0,97 1,23
Material C 1,15 0,65 Tl 1,10
Material D 0,91 0,35 1,18 1,56
Material E 1,12 0,60 0,73 1,54
Material F 1,10 0,63 0,74 1,56

Table 11.1: Seasonal Factors for Each Material

112



11.5 Safety Stock Calculation

We computed the safety stock levels for each material Argelik orders to
minimize the received order volatility in our decision model. For that reason,
we’'ve previously looked into different approaches that we may implement.
Because the orders are stochastic in this scenario, we employed a strategy
that is designed for stochastic demands.

55 = Safety Stock

Z = Z Value of Service Level Percentage
L = LeadTime

d = Mean Demand (monthly)

s, = Standard Deviation of Lead Time (monthly)
s, = Standard Deviation of Demand (monthly)

5§ = ZxK

2 2

2
where K =\/(L+1)5ﬂ, +s, d

Figure 11.3: Safety stock calculation

By using equations in Figure 11.3, we are able to calculate the safety
stock for each material. What we obtained is the service level Argelik wants
to achieve for materials, which is 99%, along with the average ending in-
ventories. The current service level is below the aimed service level, and is
unsteady. If occured service level is less than the determined service level,
we understand that the safety stock requirements are not met; see Table
11.2. We believe for every material, service levels should be the same be-
cause of the calculation method we used: If this variation is high, then this
means the safety stock of that item would be also high (Gorman, 2021).

11.6 Mathematical Model

Our primary goal in the model is to minimize the overall cost incurred by
the company through this inventory management system. This includes all

Material K |Average End of Inventory Levels| Determined Safety Stock | Occured Z | Percentage | Determined Z.
Material A 713.80 1.714.69 1,192.04 2.402 98% 1.67
Material B 3,537.64 8.351.00 5,907.87 2.361 98% 1.67
Material C 3.835.10 24.825.15 6,404.61 6.473 99% 1.67
Material D 1,684.72 3,697.31 2,813.49 2.195 95% 1.67
Material E 15,721.79 99121 26,255.40 6.305 99% 1.67
Material F 17,785.68 25.369.38 29,702.09 1.426 95% 1.67

Table 11.2: Calculated (Determined) Safety Stocks
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costs incurred from the units that were purchased from suppliers, the cost
of carrying inventory across multiple periods, the costs incurred through
potential backorders, and a penalty that the company takes into account if
its inventory goes below the designated safety stock levels.

Furthermore, since each supplier has their own unique lead time, in this
model we define up to 3 suppliers to determine how many orders received
from each 3 suppliers. The orders from each supplier are listed individually
when equating it to the total quantity received.

Additionally, since we have both the minimum quantity of ordering and
an upper bound on how much we can order from a single supplier, we add
them in our constraints as well, which are taken into consideration if we
order from the said suppliers.

While on one hand we have constraints defined to represent materials
being ordered from suppliers, on the other hand, we also define constraints
that influence inventory levels we carry. Since there is inventory carrying
cost associated with inventory levels of materials, we added constraints that
help us determine potential inventory that is in the system. The inventory
holding cost was computed using an opportunity cost from individual sup-
pliers. In order to compute this inventory level, we use information about
the material required for production, material received from suppliers, and
the inventory of the previous period. In the situation that the system is not
able to satisfy the demand, the model panalizes backorders with associated
costs. These costs make up the constraints relevant to the inventory in our
mathematical model. Model can be viewed in Tables 11.3 and 11.4.

11.7 Implementation

In order to implement and test the mathematical model that we have de-
veloped, we used the Xpress MP software from FICO. Using this software,
we loaded our model alongside verification data set values which are given
arbitrarily for our parameters, to test the extent to which this model would
accurately replicate the way that Arcelik would implement its inventory
management system. Since we start the demand periods in the compu-
tation from the closest upcoming demand period, we also manually add
the current inventory before the system starts (/p),which we received from
ZM33-ALV Instant Material Report, to ensure that our mathematical model
does not crash when run with the given data set values. By running the
model code in the Xpress MP program, we were able to observe that the
model was able to operate successfully based on added parameters such as
the earliest order lead time and unit costs of purchases.

After verifying that the model works with fixed safety stocks which will
be mentioned in the next part, we aim to implement the safety stock cal-
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Sets:

S = Set of suppliers— i € {1,.., 5}

T = Time peniod— ¢ € {1,., T}

Parameters:

C_ = Penalty cost for safety stock violation in period ¢

R = Required amount of matenal needed for

production at time 7

H_ = Inventory holding cost for each supplier §

5_ = Minimum amount that can be ordered from

supplier i in one period

1. = Lead time of supplier 1

J. = Maximum amount that can be ordered from

supplier # in one period

I” = Phvsical inventory level at period ¢ Z, = Minimum amount of inventory that can be in
stock (safety stock level)
I” = Backorder level at period ¢ U. = Unit cost for purchases from supplier

I, = Initial inventory level (r =0) B = Backorder cost

M = Large number

Decision Variables:

P = Additional amount of mventory that is P = Amount of inventory that exceeds the stated

required to meet the safety stock level safety stock level

A = Amount recerved at time period ¢ (in units) K_ = Amount ordered from suppler  at time ¢

. 1. il ardered from supplier i at time period |
0, otherwise

Table 11.3: Sets, parameters, and variables of the mathematical model

culation methodology mentioned above into the model. This would ensure
that with changing materials and periods, safety stocks would also change.
The success of the current model implemented for a single material in-
ventory management system shows that it can be used to solve for different
materials, as we add the required parameters. Doing this on Xpress MP is
tedious and requires thorough knowledge of the software. As such, in order
to allow the representatives at Arcelik easier access to our solution, we de-
cided to implement the model in a workable program that is coded using
Python. We have successfully replicated our mathematical model in Python
and have validated the results that we obtain, by cross checking it with the
outputs of the model in XPress MP. This helped us ensure that we faced
no issues in migrating our mathematical model to the Python platform.
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Objective Function

min }E ;‘;(Kﬁx U) + i ;:(f'ixhrij + g([_fx B+P _xC)
rt=1i=1 t=1i=1 =1
st
i T VtET
K <], ViESLtET
KﬁEMXX“ VieEStET
K,z5—-Mx(1-X) ViEStET
g . O VtET
1 -Z=P —P YtET
A= KL(E—L'lj + KE,(.‘—L) + KS,(:—L] Vvt € T (assuming that there are three suppliers)

A=0,X €{01}, PP ,P =0 Vi€EStET, VtET

t

Table 11.4: Mathematical model

With the mathematical model now properly set up, we developed a
User Interface (UI), Amadeus, that would help the representatives from
Arcelik to properly interact with the model, as such be able to utilize it
without requiring complex understanding of how the model operates. Our
understanding of the Ul is that it will be a simple interface that will help
Arcelik representatives enter information about suppliers and the number
of periods for which they wish to optimize their inventory, alongside any
mmodel parameters. Once these inputs are received from the users, the
system would perform the optimization and output the results in a legible
report format that would be easy to interpret and understand.
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11.8 Validation

Our validation is run with 5 sample materials that Argelik gave us. In order
to validate our model we chose the “Material D” item as our example for
the case below. We compared the results of our runs and given orders’
quantities, where we ran our model for 9 months by using the unit cost,
holding cost, lead time, minimum order quantity, maximum order quantity,
beginning inventory information and safety stock values that we calculated.
Before starting our runs, we multiplied safety stock values with the square
root of seasonality levels. This way we added the seasonality factor to our
calculations.The safety stocks of the company that we used in validation is
calculated by using the same method Argelik uses in order to compare our
results. Then, we finished our runs and obtained order quantities and ending
inventory levels for both our and Arcelik’s safety stocks. In order to have a
better view, we took a six month slice of our results as Arcelik requested,
as seen in Figure 11.4. The runs gave similar results in both cases, our

Run Comparison
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2,000.00
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0.00

June July August September October

m Model SS m Company SS

Figure 11.4: Six month run comparisons

safety stock calculations resulted in a 4.25% decrease in inventory carried,
therefore validating our safety stock calculation. After we finished safety
stock validation, we compared our results using our safety stock values with
actual end of inventory levels, as seen in Figure 11.5.

End of inventory levels are on similar levels. Our model decreased in-
ventory levels by 8.3%. As a result we can conclude that the model is valid.

11.9 User Interface (UI)

The UI was developed using the Python programming language, where we
used the tkinter python package to construct the Ul, with the mathematical
model integrated into it. Our decision for choosing Python to develop the
Ul was primarily because it is an open-source programing language, which
means that the representatives at Arcelik will have no issues in running the
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End of Inventory levels
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Figure 11.5: End of inventory comparisons

program.(Mitchell et al., 2011) The UT contains multiple windows, with the
first being a home screen where users can choose between multiple options
to choose their goal. The main window where the algorithm runs requires
an Excel file containing all the parameters to be used in the model to be
uploaded. Following this upload, the user progresses to the next window
where they are prompted to give the requested input. With the input and
the parameters set, the user can simply execute the model function and get
the desired output regarding when to order. The screenshots of the Ul in
its different stages are seen in Figures 11.6 and 11.7.

11.10 Project Outcomes

The purpose of our project is to devise a material ordering system that works
to minimize or eliminate personnel error, when being operated manually by
Arcelik. For the development of this system, the safety stock level and peri-
odic order quantity is determined using the mathematical model, along with
supplier choice and order amounts. The main performance measures are se-
lected as the cost that includes purchase cost as well as inventory holding
costs. We created a user-friendly tool for Argelik as described above. By

# Amadeus - Argelik Inventery Management Software 1B Amadeus - Argelik Inventory Management Software

2880 units 1s =xpected on Ma 2 which 13 11 days from coday
0 wmats i3 expacted on 1 which iz 3 days from today.

2 which is 7 days from today.
& shipment 2 whick iz ¢ days from today.
& shipment o ita i o 2 which is 7 days from today-

o 2022 which is 4 days from today.
-2021 which is 6 daya from coday.

& shipmenc of
A shipmenc of 11000 units was expected on Aug-02-2021 which was 15 days from today.
A shipmenc of 4000 unita is eapected on Jul-19-20Z1 which is 2 days from today.

000 units is expected on Aug

Mathematical Model Order Tracking System Read Excel File Clear Back

Read W

Figure 11.6: Main Page & Order Tracking System
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Figure 11.7: Mathematical Modelling Program

using this program, Argelik could systematize their ordering methodology,
improving their service levels to the level that they wish while keeping their
costs in a reasonable range. We saw that with the suggested model, total
cost for materials decreased between 2.7% - 13.2%. Therefore, this proves
that our model is also cost-effective.

Another crucial outcome is an open order and alert tracking system
which will warn users in the situation of insufficient inventory. This is done
by notifying the users when the system detects stock outs or inventory
levels lower than safety stocks while using the algorithm. This way, Arcelik
can decide on whether they can pull the orders closer depending on the
remaining time left to the actual date of receiving the order. Additionally,
the system is able to notify when the departure is approaching in one month
in order to conduct booking operations according to exact departure time.
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Ozet
Hat dengeleme operasyonlart Arcelik Buzdolabi Isletmesi'nin karliligim
biiyiik oranda etkilemektedir. Mevcut durumda hat dengeleme islemleri elle
yapilmakta ve bu durum zaman ve verimlilik kayiplarina yol agmaktadir.
Bu proje ile mevcut hat dengeleme operasyonlarinin yerine kullanilacak bir
Karar Destek Sistemi geligtirilmigtir. Bu sistem i¢inde montaj hatlarinda en
iyl operasyon planini bulan bir algoritma tasarlanmig ve bu algoritma bir
kullanic1 araytizi ile girketin kullanimina sunulmugtur. Bu proje ile sirkete
onemli operasyonel faydalar saglanmis ve cevrim siiresi pilot model icin %23
oraninda azaltilmigtir.
Anahtar Sozciikler: Karar Destek Sistemi, Hat Dengeleme, Karma Ure-
tim, Cevrim Siiresi
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A Decision Support System for a
Mixed-Model Assembly Line Balancing

Abstract

Assembly line balancing is very crucial for the profitability of Arcelik Refrig-
erator Plant. Currently, line balancing operations are done manually which
results in wasted time doing non-value-added activities and loss of produc-
tivity. With this project, a decision support system is developed in order
to replace current manual operations conducted for line balancing. Within
this system, an algorithm is designed to find the optimal operational plans
in the assembly lines and it is presented for the company’s use through a
user interface. As the outcome of this project, substantial operational ben-
efits are provided to the company. Moreover, a 23% decrease in cycle time
for the pilot data set is observed and as a result of this decrease financial
benefits are expected to be provided.

Keywords: Decision Support System, Line Balancing, Mixed Production,
Cycle Time

12.1 Company Information

Arcelik was founded in 1955 as a domestic white goods producer of Turkey.
Today, Arcelik has 12 brands and 30 research and development centers
with more than 40,000 workers. In addition, it continues to provide prod-
ucts and services in 146 countries with 28 manufacturing facilities. In
1975, Arcelik refrigerator production plant was established in Odunpazari,
Eskigehir. Since then, this plant has produced more than 100 million refrig-
erators (Argelik Global, 2022).

12.2 System and Problem Descriptions
12.2.1 System Analysis

Currently, engineers in Industrial Engineering Department are responsible
for the operations schedule in the assembly lines. Operation schedule plans
are determined based on the net working time per shift. There is an Overall
Equipment Efficiency (OEE) coefficient that Argelik considers. Therefore,
shift duration is calculated as net working time per shift x OEE x 60 sec-
onds. Target cycle time is calculated as shift duration/PV where PV is the
target production volume.This cycle time is determined for each model then
a production schedule is arranged to satisfy target production volume with
the target cycle time. An important feature of Arcelik Refrigerator Plant is
that, mixed production is implemented in the assembly lines meaning that
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two or more products are produced in one assembly line at the same time.
The data, which includes operation times, operation contents, precedence
and co-requisite relations, fixed stations and ergonomic requirements, is
stored in spreadsheets. In order to satisfy the target cycle time, operations
are grouped manually according to the observations and experiences of the
engineers. However, manual line balancing operations are time-consuming
and dependent on the experiences of engineers. Also, it is hard to handle
the different requirements of each model.

12.2.2 Problem Definition

Current manual line balancing operations cause a decrease in productivity,
restriction in product mix, hardship in implementability and consumption
of workforce for non-value-added activities. Moreover, excessive idle times
are observed in some stations meaning that there is a room for improvement
in cycle time. Hence, this project focuses on decreasing the cycle time and
providing a system that can replace manual operations considering different
assembly lines and different types of products that are produced in these
assembly lines.

12.3 Solution Approach

12.3.1 Ciritical Assumptions and Major Constraints

Critical Assumptions
The following assumptions are taken into consideration throughout the
project:

e The durations of the operations are considered deterministic.

e Disadvantages of mixed production such as the increase in the number
of materials around the operator which may affect operation times are
disregarded.

e [t is assumed that there are no material restrictions, i.e., the materials
are assumed to be present at a required level all the time.

Major Constraints

As observed in all production systems, there are many factors that limit the
critical objective value in this project. The constraints for this project can
be summarized as follows:

e The shift duration at the factory is 21,675 seconds.

e There are precedence and co-requisite relationships between the op-
erations. The precedence relationship states that one job must be
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conducted before another job. Other business units may intervene,
but the order of priority should not change. Jobs with a co-requisite
relationship imply that one job must be conducted right after the
other job in the same station hence they should be compact and no
other operations should interfere.

e Operations that can be conducted in a station depend on the er-
gonomic situation of that station. This means that the locations of
the station where operators can work and the operation location that
will be conducted on the model must match.

e The locations of some operations are fixed to certain stations and they
cannot be changed.

12.3.2 Mathematical Model and GAMS Integration
Sets

M ={1,2,..., M’} is the set of models where M’ is the number of models

I,={1,2,...,1/ } is the set of operations for model m where I/, is the
number of operations of model m, Vm € M

W={1,2,..., W'} is the set of workstations in order where W’ is the
number of workstations

Parameters

{1, if operation ¢ of model m is fixed in workstation w
Ymiw =

0, otherwise VYme M, Vi e l,, VweW
P 1, if operation i precedes operation j for model m
" 0, otherwise Yme M,Viel,, Vjel,
g 1, if operation j is a successor of operation ¢ for model m
" 0, otherwise Yme M, Vi€ l,,Vjel,
1, if operation ¢ of model m can be processed in workstation w
E.iw = { according to ergonomic requirements
0, otherwise Yme M, Vi€ I, VweW

Decision Variables

¢ = cycle time
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0, otherwise Vme M, Viel, VweW
Objective Function

{1, if operation ¢ of model m is assigned to workstation w
Tmiw =

minimize c
Constraints
Y =1 Ym e M, Vi e I, (12.1)
WEW |Epin=1
Tmiw =1 Ym e M, Vi€ L,,YVw €W | Ymin = 1 (12.2)
> kmin <Y gy ¥mE€ M, Vi€ Ly, Vj € Ly | Py =1 (12.3)

kew lew

Sl — Y Ty =0 Vm €M, Vi€, Vj €I, | Sy =1 (124)

lew kew

T = Tpjw VM E M, VNne M, Vie I, Vjel, YVweW |i=j (12.5)

D timTmi < ¢ Vm € M,Vw e W (12.6)
i€l

c=>0 (12.7)

Tmiw € {0,1} Vme M, Vie I, (12.8)

Explanations for Constraints

(1) Assignment constraint: Ensures that each operation is assigned to
exactly one station.

(2) Fixed station constraint: Certain operations must be assigned to cer-
tain stations and this constraint ensures the fixed station requirement.

(3) Precedence constraint: Ensures that if operation 7 must be conducted
before operation j, then operation j can be assigned to the same
station as operation ¢ or the stations coming after it. This constraint
is adapted from the precedence constraint provided by Yadav et al.
(2020).

(4) Co-requisite constraint: Ensures that if there is a co-requisite relation
between operations ¢ and 7, then they must be assigned to the same
station. Co-requisite constraint is adapted from the precedence con-
straint provided by Yadav et al. (2020) and the co-requisite constraint
provided by Akpinar and Bayhan (2011).
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(5) Ensures that the same operations of different models are assigned to
the same workstation.

(6) Cycle time constraint: Ensures that total processing time for all mod-
els in each station is not exceeding cycle time.

(7) Ensures that cycle time is non-negative.

(8) Binary constraint

This mathematical model is implemented into GAMS as requested by the
company.

12.3.3 Decision Support System (DSS)
Data Analysis

The data used throughout the project consists of operation times, opera-
tion description, precedence and co-requisite relations between operations,
ergonomic requirements of the operations and information about fixed sta-
tions. For Data Analysis, first data collection step was performed by gath-
ering the data from Arcelik. Then, the data were examined and the ex-
ploratory data analysis necessary for this process was performed. In this
step, missing data was determined and filled with the consultancy of our
Industrial Advisor from Argelik. One of the most important points in our
project was to determine how the available data will be used in the DSS.
In order to process the data in a way that it can be used by GAMS, we
used the features of Excel VBA. We considered the operational data for
an available model as a reference and we divided the available data into
subsections as operations, operation times, workstations, co-requisite and
precedence relations, fixed station information and ergonomic requirements.
Then, data for each of these subsections is transferred into matrix forms.

User Interface

We designed a user interface to enable users to use the program easily.
Inputs will be entered into this interface, the program will be executed, and
results will be obtained. In this way, we ensure that the created solution
can be used by the people without the need for technical knowledge. The
user interface is designed using Excel VBA.

The user interface basically works in three stages: forming the data,
executing the GAMS model, and viewing the results. In data formation, er-
gonomic requirements matrix, fixed station matrix, priority and co-requisite
matrices, and operation times matrix are created. Then, for executing the
GAMS model, necessary data is exported to GAMS via the user interface
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Figure 12.1: User interface

in appropriate forms and the model is run through Excel VBA. After the
execution is completed, the user interface imports the results and presents
them to the user. Our user interface is designed in accordance with the
current plan used by the company for ease of use. Figure 12.1 shows the
opening page of our user interface. A user manual describing the working
mechanism of the system is prepared in order to guide the user. It explains
the input and output screens in detail as well as the necessary steps for
setting up the system.

12.3.4 Animation

In order to visually present our solution and compare the current and new
systems, we designed an animation model with Arena. After creating the
systems, for each process box, an animation tool which represents the corre-
sponding resource’s status (idle or busy) is utilized. Moreover, the resource
usage of the stations with minimum and maximum cycle time to demon-
strate the difference between them is plotted. Lastly, the time passed as
the animation keeps running and the corresponding number of refrigerators
manufactured are calculated with animation tools. The animated models
of current and improved system are shown in Figure 12.2.

12.4 Verification

For verification of our GAMS model, firstly a small data with which optimal
solution can easily be observed was added into GAMS manually in order to
check whether the constraints are working properly and the optimal solution
is as expected. Then, we run the model with different number of worksta-
tions and different number of operations. By checking our constraints and
parameters we verified that our model considers the constraints correctly.
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Figure 12.2: Animations of the current (above) and improved systems

As the second step of the verification, we considered extreme situations. We
analyzed the behavior of the model in cases such as when each operation
needs to be assigned to the same station, all the operations follow each other
as co-requisite. In each of these analyses, we have observed that our model
works as expected.

12.5 Validation

In order to validate our proposed model, first we worked with the current
operation plan that is used by the company. With additional constraints,
we forced the model to assign operations to the stations in which they are
currently being processed. The resulting cycle time of the model was the
same as the current cycle time hence we validated that our model correctly
calculates the cycle time in the same way that the company does. In the
next step of the validation, we solved our model with the whole data that
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we have. We have validated that the solution of this model does not conflict
with any of the major considerations or constraints of the system.

12.6 Benefits to the Company

With the DSS that is provided, the main benefit that is expected to be
achieved is the percentage annual increase in the number of refrigerators
produced as a result of decreased cycle times. In addition, with our solution
approach, the inefficiencies in the current system that are resulted from
manual operations will be eliminated with the use of optimization tools. In
order to quantify our benefits, we conducted benchmark analysis between
the new system and the current system. In our analysis, we considered
the following Key Performance Indicators (KPI): cycle time, the average
utilization of workstations, process time deviation between workstations
and production volume. Considering the optimal operation plan of our
DSS for the pilot data set, a 23% decrease in cycle time is observed and as a
result of this decrease, 30% increase in production volume is obtained. The
average utilization of workstations is increased by 31% and the standard
deviation between workstation times is decreased by 4%.

Our proposed solution iimproved all of the KPIs. Our main goal was to
decrease the cycle time and consequently, increase the production volume,
and we successfully achieved this. As a result of this increase in production
volume, financial benefits will be provided to the company.

Scenario Analysis

Other than cycle time, it is important for the company to obtain workstation
times that are close to each other in order to eliminate excessive idle times.
Even though the optimal solution from our algorithm also performs better
compared to the current system in terms of standard deviation between
workstation times and average utilization of workstations, we performed a
scenario analysis to minimize the maximum difference between workstation
times. We performed this analysis by changing our objective function to
maximum difference between workstation times and adding another con-
straint that ensures cycle time does not exceed a certain threshold. As a
result, we obtained an operation plan which decreases the standard devia-
tion by 60% and decreases the maximum difference by 75% when compared
to the current system. These numbers are 58% for standard deviation and
73% for maximum difference when compared to our solution obtained from
the model that minimizes only the cycle time. Moreover, the operation
plan obtained with the scenario analysis still has the same cycle time as our
main solution, which is the minimum cycle time that is achievable. With
this analysis, another result we obtained is that we have multiple optima
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Figure 12.3: Comparison for scenario analysis, cycle time minimization
model and current system

for this problem with the pilot data set. A visual representation of our
comparison for cycle time, maximum difference between workstation times
and standard deviation between workstation times for current system, cycle
time minimization model and scenario analysis can be found in Figure 12.3.

12.7 Conclusion

Throughout the project, our main aim was to minimize the cycle time and
reduce the manual line balancing system’s disadvantages. As the outcome of
our project, we obtained a 23% reduction in cycle time and we provided the
company with a DSS that radically eliminates the workforce for line balanc-
ing. Moreover, with our scenario analysis, we even improved our solution
by considering Arcelik’s requisition and substantially reduced the deviation
between station times. Finally, with our user interface, we presented our
DSS for the company’s use.
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13 Kilifli Yatak Uretim Planlama ve
Cizelgeleme Karar Destek Sistemi

i§bir Yatak

Proje Ekibi
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Esin Ozden, Piirlen Peker, Berfin Turan
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Ozet

Bu projede Isbir Yatak Ankara Fabrikasmdaki {iretim, cizelgeleme ve ta-
lep tahmin sistemleri ile ilgili sorunlar incelendi. Kilifli yatak hattinda
toplam karliligi iyilestiren iki haftalik iiretim planlama modeli ve toplam
tiretim siiresini distiren giinliik cizelgeleme modeli gelistirilmigtir. Ayrica
indirim ve talep arasindaki iligkiyi gostermek icin regresyon coziimlemesi
geligtirilmigtir.

Anahtar Sozciikler: Uretim Sistemi, Uretim Planlama, Cizelgeleme, Ta-
lep Tahmin
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Decision Support System for Production
Planning and Scheduling of Sheathed
Mattresses

Abstract
In this project, the problems related to production, scheduling, and demand
forecasting systems at Isbir Yatak Ankara Factory were examined. A two-
week production planning model, which improves overall profitability, and
a daily scheduling model, which reduces the total production time, were
developed in the sheathed mattress line. In addition, a regression analysis
was developed to show the relationship between discounts and demand.

Keywords: Production System, Production Planning, Production Schedul-
ing, Forecasting

13.1 Company Information

Isbir Yatak is a mattress manufacturer operating under Isbir Siinger Inc.
and serving in 25 countries under the name of “Isbir Bedding”. The com-
pany aims to accomplish quality and customer satisfaction by producing
healthy and comfortable products. To achieve this, they benefit from Open-
cell Visco Technology, Polymer Spring Technology, Quallofil Allerban Tech-
nology, and Nano-technology in their manufacturing system Isbir Yatak
(2021). The company also manufactures pillows, plinths, and headboards
other than mattresses.

13.2 System Analysis

In the current system, i§bir Yatak manufactures two types of mattresses:
sheathed and closed. They supply sponges, glues, plastic springs, and fiber.
Mattresses differ in terms of sizes, sponge types, bedsprings, type of glue,
cotton, fiber, and fabric that is used in mattresses. For example, sheathed
mattresses are removable, so they can be removed, washed, and put back,
meaning that sheathed mattresses are washable, whereas closed ones are
not. Moreover, in the production of the sheathed mattresses, water-based
adhesive glue, a special type of glue, is used.

Sheathed mattresses are produced according to the following steps: Firstly,
the sponges are sent to the preparation station where springs are put, and
sponges are trimmed. After that, sponges enter the sheathed mattress line.
In the sheathed mattress line, there are five serial machines: the gumming
(which uses water-based adhesive), the pressing, the oven, the stretching,
and the sheath covering machines. In the sheathed mattress line, firstly the
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sponges are assembled to each other by the gumming machine. Then, in the
pressing and oven machines, these sponges are stuck to each other, and the
glue is dried. Finally, in the stretching and the sheath covering machines,
sponges are stretched and they are covered by sheaths. The firm’s current
production planning system is based on the change in demand for mattresses
according to seasonality. The firm sells more mattresses in summer due to
high demand rates, so they keep stocks in winter to satisfy high demands in
summer. Therefore, their manufacturing system is make-to-stock (MTS).
To apply MTS, they utilize the machines as much as possible. The capacity
of the production line is used to satisfy the current demand and to keep
stocks. In summer, instead of keeping stocks, they satisfy the current de-
mand, so their manufacturing system is classified as make-to-order (MTO).
Therefore, they switch between MTO and MTS policies.

The operations of mattresses are scheduled so that the makespan is min-
imized. For this, they apply the Shortest-Processing-Time (SPT) rule for
the gumming machine to get a schedule. After getting a schedule, then they
apply this schedule for the rest of the sheathed mattress line, considering
the First-Come-First-Served (FCFS) rule. This scheduling decision is made
according to the batch sizes and the processing times of products at each
machine because they aim to reach their daily production targets as soon
as possible.

The firm currently uses the AAA (additive error, additive trend, and
additive seasonality) version of the Exponential Triple Smoothing Method
(ETS) for the forecasting operations. The FORECAST.ETS function in
Excel is used for point estimation for each product by considering seasonality
and trend. They only consider previous months’ sales data for forecasting,
so they set their production targets according to these forecasted values.
After that, these production targets are shared with the manufacturing
department. If the sales are less than expected, extra stocks occur. To sell
these extra stocks, the company applies discounts.

13.3 Problem Definition

There are two types of problems: one type is related to production, and the
other is related to forecasting. Therefore, forecasting-related and production-
related problems are handled separately. The problems are classified as
production planning, scheduling, and forecasting. For the production plan-
ning, the company cannot adjust its production system to volatile market
demand to reach the minimum manufacturing cost. Moreover, the param-
eters such as holding cost, inventory cost, backlog cost, and the cost of the
idle capacity of machines are not considered efficiently in the decision of the
production process. So, there is no decision support system that considers
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these cost parameters.

Another problem is related to production schedules. While minimizing
the makespan of the products in the sheathed mattress line, only gum-
ming operation times are considered to get a schedule. However, there are
four serial operations other than gumming, but they are not considered
in scheduling decisions. Therefore, there is no algorithm or a system that
considers other operations than gumming in minimizing the makespan.

Finally, the company’s current forecasting method, which does not con-
sider the relation between the change in price and the variation in the
demand, is only based on previous months’ sales data. Thus, there is no
method to observe this relation between discount and demand in their cur-
rent forecasting system.

13.4 Proposed Solution Strategy
13.4.1 Production Planning Model

The objective of this optimization model is to develop the company’s cur-
rent production planning system by minimizing the manufacturing cost. We
achieved this by developing a linear programming (LP) model that deter-
mines the optimal number of specified products to be produced and their
inventory levels. In addition, this model decides on the idle times of each
machine in each period. At the end of each period (15 days), the model
should be run with a rolling horizon approach, where the planning horizon
proceeds by 15 days. When the next period of the planning horizon arrives,
the model’s parameters are updated if necessary, and it should be run again.
This approach enables the company to adapt the production to the volatile
environment rooted from insufficient raw materials, high demand variation,
and machine breakdowns via a flexible and responsive planning system. The
inputs are demands, production, holding, backlog costs and the operation
times of mattresses considered in the model in each machine, idle costs and
capacities of machines in the sheathed mattress line. The outputs are the
optimal production amounts, inventory levels and idle times for each period
which minimizes the manufacturing cost. The model includes production
capacity, inventory balance and inventory capacity constraints. Transporta-
tion times between workstations are neglected. The model can be seen in
Appendix 13.A.

13.4.2 Scheduling Model for Minimum Makespan

The production amounts given by the production planning model are consid-
ered as two-week production targets. To find the daily production targets,
outputs of the production planning model are divided by 10. There are 10
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working days in a two-week period, so the outputs are divided by 10 to cre-
ate these daily production targets as homogeneous as possible. The change
in the makespan depends on the batch size and the number of batches. If
both increase, the makespan increases, and if both decrease at the same
time, the makespan does so. If one increases while the other decreases, the
change in the makespan depends on these increase-decrease ratios. If the
increase rate is more than the decrease rate, the makespan increases; if it is
less, it decreases. If these ratios are equal, the makespan will not change.

Once the daily production targets are set, the decision-maker creates
batches consisting of the same type of mattress. They are considered as
jobs. The time that each job spends in each machine is considered as the
processing time of that job for that machine.

The objective of this model is to minimize the makespan at the sheathed
mattress line so that the company reaches the daily production targets fast.
The inputs are the number of batches created for each mattress, each job’s
processing times in each machine and a sufficiently large number. The out-
puts are the exit times from machines, makespan and a binary variable
taking the value of 1 if job i enters the line just before job j, 0 otherwise.
Therefore, considering the processing times of jobs, this model finds a sched-
ule of jobs so that the makespan is minimized.

In the model, constraints 1-2 ensure that each job has exactly one suc-
cessor and the last job has no successor. The next five constraints ensure
that a machine cannot process two or more jobs simultaneously. Moreover,
these constraints indicate that if job i is scheduled just before job j, then
exit times job i are less than those of job j for all jobs and machines, so
the constraints 3-7 do not allow cycles. Constraints 8-11 indicate that for
all jobs, the exit times from machines should obey the precedence relations.
Constraint 12 defines makespan, which is the maximum of all flow times of
all jobs. Constraints 13-18 indicate that batches containing the same type
of mattresses are scheduled consecutively, and the last constraints are do-
main constraints. The mixed-integer programming (MIP) scheduling model
can be seen in Appendix 13.B.

13.4.3 Forecasting Model

For the forecasting, a regression analysis is done. The independent variables
are discount decisions represented by a binary variable (1 if a discount
is applied, 0 otherwise) and the dependent variables are the differences
between forecasted values and real demand values. 2019-2021 demands are
observed to see the effect of discounts. Excel is used to show the relation
between the demand and the discount decision by the regression analysis.
The company’s current method remains in forecasting operations. This
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YatakAci |A
Yatak Kodu |A1
Ay Ocak

il Tahmin Edilen Talep  Gergeklegen Talep Promos yon Degisim Miktan
2017 100 150 1
2018 150 180 1
2019 200 165 0
2020 250 225 0 25
2021 275 350 1
2022 250 293 1

Figure 13.1: Forecasting Model in Excel (with dummy parameters)

forecasted value is updated by the regression analysis. Figure 13.1 shows
the result of a regression analysis done with the help of an Excel template.

13.5 Validation
13.5.1 Production Planning Model

The validation of this model starts with defining constraints. In the produc-
tion environment, there are some limitations and situations and these are
mathematically expressed in the model to reflect the real conditions. Each
machine has its own capacities in every period. Thus, there is a capacity
limitation of machines in the sheathed mattress line, which is reflected by
constraint 1. Moreover, this constraint indicates that the difference between
capacities and working times of each machine in each period is equal to the
idle time of each machine in each period. In a feasible production area,
the capacities should be bigger than the required working time for all ma-
chines and in each period. Hence, all idle times must be nonnegative; this
is defined in domain constraints.

The second constraint indicates that the inventory level of the previous
period plus production amount minus demand is equal to the inventory level
of the current period. This constraint defines the balance in the inventory
in each period, and for all mattresses, productions enter to and demand exit
from the inventory.

The inventory level is unrestricted in sign and equals the difference be-
tween on-hand inventory and backlogged demand for each period and mat-
tress, defined by constraint 3. Since holding and backlogging are costly, this
model tries to equate inventory levels to zero. However, the machines may
become idle if the required production to satisfy demand is low. In this case,
the model decides to continue some products’ production to prevent these
machines from being idle. Based on idle time, holding and production costs,
the model decides on whether to continue production or let machines be idle
for each period. Thus, it is the tradeoff for the model to find the minimum
cost. At the beginning of each rolling horizon, there is a positive or negative
inventory level that is transferred from the previous rolling horizon to the
new rolling horizon. Moreover, there is a capacity for the inventory in each
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period that the company can hold. Furthermore, constraint 4 indicates that
in all periods, there is a capacity for inventory levels.

By the direction of our Industrial Advisor (IA), to determine the pro-
duction, holding, and backlog costs, we reached the labor and material
costs of each item. Thus, these costs are reflected as the production cost
in the model. For holding costs, these production costs are multiplied by
the opportunity cost calculated by dividing the profit before tax by i§bir
Holding’s total assets. Furthermore, the production costs are multiplied
by 4 since backlogging demand is not preferred and profitable according to
the TA. Finally, to calculate the idle time costs, the capacity allocated to
mattresses considered in the model is divided by 4. These values can be
updated according to the decision maker.

13.5.2 Scheduling Model

For the validation of the scheduling model, the conditions and structure
of the sheathed mattress line are reflected into the model. Therefore, the
validation starts with the formulating the model and defining constraints to
reflect the feasible production area. Firstly, each machine cannot process
more than one batch simultaneously. Therefore, batches enter the machines
one by one since there is no capacity for all machines to process two or more
jobs. As a result, jobs have to be scheduled consecutively. This condition
is reflected in the model with the constraints 1 and 2.

Moreover, because all machines can handle at most one job simultane-
ously, jobs must wait for the ongoing processes on the next machines to be
completed in order to enter them. In other words, unless machines are idle,
batches cannot enter them. This condition is reflected by constraints 3-7.

Furthermore, there are five machines, each completing one operation,
and the operations have the precedence relationship of gumming, pressing,
drying, stretching, and sheath covering. Therefore, these operations need
to be completed one by one for all batches, so one operation cannot start
before the previous operations are finished for all batches. Batches enter all
machines according to this relation. Thus the exit times of jobs from each
machine comply with this relation. This condition is stated in the model
with constraints 8-11.

Switching among different types of mattresses in production can be time-
consuming due to setup requirements. Consequently, the jobs including the
same mattresses are scheduled one after the other. This is indicated by the
constraints 13-18. Therefore with these constraints, the solution time of the
model decreased because the size of the problem reduces. However, as the
number of batches created increases, the runtime of the model increases.

Finally, there is a job 0, which is a dummy job indicating the first job to
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be scheduled. If Yy; = 1, i is the first job to enter the line. The constraint
20 shows that for this dummy job, the exit times equal to zero.

To sum up, the feasible region of this model is created based on the
conditions of the sheathed mattress line.

13.5.3 Forecasting Model

The company’s data, including the discount and increase in demand infor-
mation were observed. The data include turnovers, the number of sales
and the material costs of each product. By dividing turnover to the sold
number of the mattress, the unit prices are found in the 2019-2021 period.
If there is a decrease in the unit price in time or a substantial increase in
the demand, then it is concluded that there is a discount that is represented
with a binary parameter. Then, the changes between real and forecasted
demand values are observed with the discount information. After all, a
regression analysis is conducted over these changes and discount decisions.
Thus, a discount-demand function is subtracted from this regression anal-
ysis which is used for finding the possible changes between the forecasted
and real demand in the future based on the discount decision. By this way,
the company is eligible to see expected changes over forecasted demand in
the case of discount or not.

13.6 Benchmarking and Benefits

One benefit of the project is that the company is able to decide the produc-
tion amounts and inventory levels to minimize the manufacturing cost for
sheathed mattresses and the idle time costs for the machines, considering
cost parameters with the help of an optimization tool. The rolling horizon
approach enables them to adjust their production plan into volatile market
demand.

To compare the past decisions of the company and the model’s decisions
about the production amounts and inventory levels, the company’s data,
including capacities, productions, demands, costs and inventory levels for
2021, are examined, and total costs for 2021 are calculated based on the
data provided by the company. Then, with the same input data, our model
was run for one year (24 periods, each consisting of 15 days). According to
the results, our model provides a 53.15% decrease in total costs. In other
words, the model’s objective function was calculated with the company’s
data and our model’s outputs. It is observed that our model decreases
the costs by 53.15%. This improvement ratio would vary between 40-60%
depending on the parameters.

Another benefit is that the company receives a decision support system
for scheduling the jobs in the sheathed mattress line so that the makespan
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Figure 13.2: Runtime versus the number of batches

of products is minimized. To make a comparison between the model and
the company’s scheduling system, the processing times of mattresses in each
machine are measured several times. It is observed that these processing
times vary between 0.3 and 5 minutes. These fluctuations are based on
machine breakdowns, low speed of workers, and setup requirements. There-
fore, we created three scenarios about these processing times and compared
our model and the current system under each scenario.

In Scenario 1, the processing times at each machine are kept between
0.30 and 5 minutes with 4 products and 20 jobs. It is observed that in
scenario 1, total makespan decreases by 13%. In Scenario 2, the processing
times at each machine are kept between 0.30 and 3 minutes. Then, we
reached an improvement of 14.7% decrease in the makespan in scenario 2.
In scenario 3, the processing times at each machine kept between 0.50 and
1 minutes. So, we reached an 8% decrease in the makespan in scenario 3.

As a result, we applied different scenarios with the masked-values of the
firm in scenario 1,scenario 2, and scenario 3. By using our model instead
of the current method, the company is able to decrease the makespan at
the sheathed mattress line considering all machines. The improvement is
between 5-20%, depending on the parameters. The runtime of the model
is crucial for the company since the company runs it daily to get a daily
schedule. The time measurement study was conducted on a laptop with
64-bit Operating System, Intel(R) Core(TM) i7-7700HQ processor, CPU @
2.80GHz 2.81 GHz, and with a memory of 16 GB RAM. A graph showing
the relation between the number of batches and the runtime can be seen in
Figure 13.2.

The last benefit of the project is to enable the company to see the relation
between discount and change in the demand via regression analysis written
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in Excel-VBA. We compared the difference between the real demands and
the company’s forecasting values before and after applying the discount
effect by regression analysis. It is found that we made a 3-5% improvement
in winter months by lessening the difference between the real demand and
forecasting via applying the expected change with the independent variable
discount decision. This improvement is expected to be between 4% and 8%
for the summer months.

13.7 User Interface and Implementation

For the company, user interfaces for the production planning and scheduling
are created in Excel, whereas the mathematical models are coded in Python.
In these user interfaces, when the necessary parameters are entered to the
buttons on the user interface, Excel attains these values to the cells on the
Excel Sheet. Later, when the user runs the Python, it takes the necessary
values from that Excel Sheet. Then, the results coming from Python are
written to Excel.

For the production planning model, the user should decide on parameters
like production costs for each product, and also the processing times for each
machine of each product. Moreover, the demand of each product for each
period and machines’ capacities should be entered by the user. Then, by
clicking the “Caligtir” button, the model is executed. It is enough to click
the “Temizle” button to clear the user interface and also related Excel cells.
In addition, the user interface enables user to update the necessary inputs
without changing all of the parameters.

For the scheduling model, the user can choose to write all the parameters
from the beginning or update the necessary ones. If s/he chooses “Tiim
Degerleri Bagtan Gir”, s/he should enter the processing time of each product
for each machine and the number of batches created for each product. When
the user enters the “Caligtir” button, the model is executed. If s/he wants to
delete the parameters entered before, s/he can enter the “Girdileri Temizle”
button. In addition, the user interface is flexible for the user to update
parameters without deleting all parameters with the ”Degerleri Giincelle”
button. Then, another form pops up and the user can update parameters.

For the forecasting model, the user should click on the “Degisimi Hesapla”
button to open the interface. The mattress name, code, and the month that
wanted to be examined should be entered by the user. Then, s/he enters
the forecasted demand, real demand, and binary representation of whether
there is a discount or not for each year. Lastly, the user should enter the
year that s/he wants to learn the discount effect and binary representa-
tion for discount and forecasted demand for that year. Then, by clicking
the “Hesapla” button, the regression analysis is executed, and the expected
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change is reflected on the related cell. Thus, by the cell formulations, it
is added or subtracted from the forecasted value to decrease the gap be-
tween forecasted and real demand values. By ”Temizle” button, the user
can delete the boxes. The interfaces can be seen in Appendix 13.C.

13.8 Conclusion

The expected outcomes of the project are series of production and schedul-
ing plans over a given time horizon. Another outcome is to enable the
company to see how the customers respond to discounts. So, the company
can adjust its production plan according to its sales strategies.
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Appendices
13.A The Planning Model
Datasets

N = The set of mattresses (the number of mattresses is accepted as 6)

T = The set of 15-day periods (the number of periods is accepted as 6)

M = The set of machines in the Sheathed Mattress Line (the number of
machines is accepted as 5)

Parameters

h;: unit holding cost of mattressiVie N

k;:: the cost of unused capacity of the machine j in period t per minute V j
eMvteT

¢;: unit production cost of mattressiVi € N

b;: unit backlog cost of mattressi Vi€ N

Cjs: the capacity of the machine j in period t in minutes Vje MVt e T
pi;j © unit processing time of mattress i in machine jVie N, Vje M

1C, : the inventory capacity in period t Vt € T

D;;: Demand of mattress i in periodt Vie N, Vte T

Y;: Initial inventory level of mattress i Vi € N

Decision Variables

X;t: Amount of produced mattress i in period t Vi e N, Vt € T

I;; - Inventory level of mattress i in period t Vie N, Vt € T

I¥: On-hand inventory of mattress i in period t Vie N,Vt € T

I, Backlogged amount of mattress i in periodt Vie N, Vt e T

a;; ‘'The unused capacity of the machine j in period t in minutes Vj € MV
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teT

Model

min Zf\il Zthl (i Xie + hilyy + bilyy) + Zj]‘i123:1 kjease
s.t

(1) Cjt - Zi]\ilXitpij = Qj¢ VJ € M, VteT

(2) Lit—1+Xiu- D=1y VieN,VteT
(3) I-1;=I; VieN,VteT

(4) SN 1, < IC, VteT

(5) Lip=Y; Vie N

(6) Xy, IF, I; >0 VieN,VteT
(7) Iy free VieN,VteT

(8) ajy >0 VieM,VteT

13.B The Scheduling Model

Datasets

N : The set of all batches (the size of N = Y°°_ Batch;)

M : The set of machines (the number of machines is accepted as 5)
Parameters

Batch;: The number of batches created for mattressiVi € N

pi;: The processing time of job i in machine j Vi e N, Vje M

F: sufficiently large number

Decision Variables

A; ‘The exit time of job i from the gumming machine Vi € N

B; :The exit time of job i from the pressing machine Vi € N

C; :The exit time of job i from the oven machine Vi € N

D; :The exit time of job i from the stretching machine Vi € N

E; :The exit time of job i from the sheath covering machine Vi € N
W: The makespan of all products Y;; :1 if job i precedes job j, 0 otherwise
VieN,VjeM

Model

min W

s.t:

(1) X, Yy <1 VieNi#j

(2) 2L, Yij = VieMi#j
(S)Al—AJ—FY;ZZle—F VIGN,VJGN,Z#‘]
(4)Bi-Bj-Fin2pZ—2—F VieN,VjeN i#j
(5)C'i-C'j—Fin2pi3—F VieN VjeN 1#j
(6)Di—Dj—FY}i2pi4—F VieN VjeN, 1#j
(7)E1-E]—FY;12PZ5—F VIGN,VJGN,Z%j
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(8) A; +pis < B; VieN

(11) D; +pis < E; VieN

(12) W > E; Vie{l,..,N}
(13) Y41 = 1 fori = 1,..,Batch; — 1

(14) Y;;41 = 1 for i = Batchy +1,..,3°2_, Batch; - 1

(15) Y1 = 1 fori =37 Batch; + 1,..,3.>_ Batch; - 1
(16) Y; ;11 = 1 fori= Y7  Batch;, + 1,..,Z4leatchi -1
(17) Y41 = 1 for i = S Batch; + 1,..,5.._, Batch; - 1
(18) Y41 = 1 fori= >  Batch; + 1,...> ., Batch; - 1
(19) A;, B;, C;, D;, E; > 0 vVie{l,.,N}
(20) Ao, Bo, Co, Do, Ey =0

(21) v;; € {0,1} vVie{0,.,N}Vje{l,..,N}

Figure 13.4: Scheduling and forecasting user interfaces
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Konfigirasyon Degisiklik Yonetimi 1 4
icin Karar Destek Sistemi

FINSS Savunma Sistemleri

Proje Ekibi
Berat Atmaca, Cansu Zeynep Dolek, Ece Topdemir, Ekin Sen,
Mertbora Erbay, Selin Sezgin, Yigit Muzaffer Yildiz

Sirket Danigmani Akademik Damigman
Barig Kocabagoglu Dr. Ogr. Uyesi Firdevs Ulus
Ceren Kaplan Endiistri Miithendisligi Boliimi
Ozet

FNSS’nin mevcut tiretim sisteminde, iiriin veya iirtin bilgilerinde degisiklik
yapilma ihtiyact duyuldugu zamanlarda, Konfigiirasyon ve Veri Yonetimi
Departmani tarafindan yonetilen toplantilarda tartigilan degigiklik karar-
larinin  sonuglandirilmasi uzun zaman almaktadir. Bu nedenle, ¢ok kri-
terli karar analizi yontemlerinden faydalanarak bir Karar Destek Sistemi
(KDS) ile siireci hizlandirmaya ihtiyag duyulmaktadir. Projenin amaci,
degisiklik yonetimi siirecinde, kararlarin dogru parametre tanimiyla ve
farkli departmanlarin hedeflerini degerlendirerek sistematik bir sekilde
alinmasina yardimeci olacak, maliyet ve zaman1 en aza indirgeyecek bir
KDS gelistirmektir. Bu amagla Python ve Excel VBA kullanilarak bir
KDS gelistirilmis, stirecin zamaninda ve sistematik bir sekilde yiiriitiilme-
sine biiyiik katk: saglanmigtar.

Anahtar Sozciikler: Karar Destek Sistemi, karar verme, zaman yonetimi,
maliyet iyilestirme, stire¢ analizi, konfigiirasyon degisikligi yonetimi
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Decision Support System for Configuration
Change Management

Abstract

In the production system of FNSS, whenever changes in the current sys-
tem, products or product information are necessary, Configuration Control
Board meetings lead by Configuration Change & Data Management De-
partment are conducted and it may take long periods of time to finalize a
decision. As a result, the need for a Decision Support System (DSS) that
would assign weights to distinct criteria which aims to catalyze the decision-
making process is observed. The DSS will be developed by using one of the
multi-criteria analysis methods.The aim of this project is to develop a DSS
which, with the definition of correct parameters and assessing the objec-
tives of distinct departments, helps to make decisions systematically while
also minimizing cost and time. This aim is achieved through a DSS that is
developed through Python and Excel VBA enabling the completion of the
decision making process on time and systematically.

Keywords: Decision Support System (DSS), decision making, time man-
agement, cost improvement, process analysis, configuration change manage-
ment

14.1 Company Information

FNSS is one of the largest Turkish defense companies, which was founded
in 1998. Nurol Holding holds the majority share with a 51% stake in the
company while the remaining 49% is owned by BAE Systems. FNSS, is
a globally recognized defense company that specializes in modernizing, de-
signing, engineering and producing land combat vehicles and turrets. Cur-
rently, FNSS mostly works on indigenous tracked and wheeled vehicles, tur-
ret design and modernizing older FNSS vehicles. These vehicles include the
Kaplan series of tracked armored combat vehicles, PARS series of wheeled
armored combat vehicles, engineering combat vehicles such as Kunduz or
AACE, and many more including seven turrets.

14.2 Current System Analysis

Throughout the production process in FNSS, there are times changes in the
current system are required. Different types of changes exist which might
include minor changes that do not require any discussion or changes that re-
quire back and forth communication between several parties included in the
decision making process. FNSS implements configuration management in
their product development process to bridge the gap between vehicle design
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and the final product. This implementation is done through the inclusion
of the proposals from different departments for engineering changes on sub-
products. The department responsible for overseeing these change requests
is the “Configuration Change Management“ Department. FNSS manages
these proposals of change in the following order: they first define the needs,
start the change request process, then they follow up with the assessment
of the request, and finally start the operational processes. Proposal changes
originate from problems within the system and operations, enhancement
trials, or customer requests and are all implemented on existing operations
instead of deploying new processes.

To explain the matter more thoroughly, change management process
starts with a new report of change and ends with the implantation of the
improvement that is needed. The main components of the cycle can be
listed as problem report demand made by filling a form, a change request
made from the Enovia software called as an EC-R, examination of the re-
quest by Configuration Control Board (CCB), drawing release, another look
on the change from the Change Implementation Board (CIB) and if CIB
decides that is it applicable then, the change is implemented. Thus, due to
the several steps included in the process the performance measures in the
decision-making process include the time spent in the change cycle and the
accuracy of the decisions made.

14.3 Problem Definition

The main issue for FNSS, regarding the Configuration Change Management
Department, is the duration of the finalization of decision making process.
This process tends to take extended periods of time to accomplish and gives
rise to a need for a decision support system (DSS) to reduce time spent in
the change cycle. The main actors whose inputs are used for Configuration
Change Management meetings include five departments which are design,
manufacturing, supply, planning, and program. Due to inclusion of several
departments, differences in the objectives of the actors hinders the quick and
effective detection of the optimal solution. Since, at the moment the decision
making process is mainly based on human judgments, the inclusion of a
system that will conduct numerical analysis enabling previous data which
will include the weights of several departments will eradicate the problem
of disruption to the system and will provide dynamic time optimization.

14.4 System Structure

The Decision Support System has two main components, the back-end
where computations are conducted utilizing a Python script and the front-
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Figure 14.1: A Basic flowchart of system structure

end where the user inputs the necessary parameters and operates the system
via an easy-to-use user interface made in Excel VBA. The system operates
in three stages and as an output it classifies the given change requests into
three groups: high-impact, grey area and low-impact. This is a completely
new design that wasn’t a part of the companies operating procedure when
conducting configuration change management. A simple flowchart of the
system structure is displayed in Figure 14.1.

14.4.1 Stage O

Stage 0 of the system operation, is a setup stage where it is conducted
once, only when the company decides to change the parameters of the DSS.
We suggest re-adjusting these parameters every six months. To be able to
classify change requests in accordance with the company’s priorities, the
system asks the user to answer survey questions. While answering the
survey, users compare each criterion’s importance relative to another one.
The pairwise comparison of the criteria is collected according to SAATY’S
1-9 scale (Bruce L.Golden, Edward A. Wasil, Patrick T. Hasker (Eds.),
1989). After the survey questions are completed, the resulting pairwise
comparison matrices are used to calculate weights for each criteria using
Analytical Hierarchy Process (AHP) and the weights for each criteria is
stored. With the help of the survey, the system learns the priorities of the
company and hence it utilizes the experiences of the experts while making
the classification. In terms of parameters the user specifies high-impact and
low-impact thresholds between 0 and 1 and class code upper thresholds.
These parameters will be further explained in the following sections.

14.4.2 Stage 1

Stage 1 of the system is an elimination and preparation stage where, the
company specified conditions of:
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e Change requests with change reason “Customer Request” are classi-
fied as high-impact since there are small margins where the change
request can be modified.

e Change requests with change reason “Necessity” are classified as high-
impact since this means that the change request stems from a major
problem that must be changed.

e Change requests with disposition status “Administrative” are clas-
sified as low-impact since they are internal change requests that is
either changing paperwork or at an early stage in production that
have a low-impact.

After this elimination, data is converted into numerical form to be able to
use them in score calculations.

14.4.3 Stage 2

Stage 2 of the system is the scoring stage where the remaining change re-
quests after stage 1 are scored according to following criteria.

e (Class Code: Class of the parts unit cost.

e Quantity: Total of on-hand inventory, open purchase orders and open
shop orders of the part.

e Lead Time: The lead time of the part.

e Change Reason: The numerical score of change reason of the change
request.

Change Reason Scores

Change reasons are given in text form and there are two main types of
change reasons that are "problem” and "improvement”. There are 8 types
of different problem reasons and 4 types of different improvement reasons.
The system, using the weights obtained in Stage 0, calculates a change
reason score for each change request. This change reason score is a score
between 0 and 1 where higher the score, higher the impact of the change
reason will be on the overall score of the change request.

Final Scores

After the change reason score for each change reason is calculated, the
system calculates a score for each change request using the weights of the
four main criteria stated above. The resulting score is the final score.
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Classification

After assigning a score for each change request, the system, according to the
representative thresholds, classifies the change requests as high impact or
low impact. Any change request left in-between are considered to be in the
gray area. The system outputs the original spreadsheet given as an input,
adding the final scores next to each change request.

Approximate Cost Calculation

Following the classification of each change request, the system calculates an
approximate cost of the change request and reports it to the user by using
class code values and quantity information.

After all stages are complete, the system returns the results with the
used parameters and weights in a single spreadsheet. Another copy of the
results are saved into a different folder with the date of operation as per the
request of the company. The Python script, also outputs the consistency
ratio calculated to the user. The suggested consistency ratio is 0.1 or lower.
The output of the system can be found in Figure 14.2.

14.5 Verification and Validation

In order to verify that the system runs as intended, tests were conducted
using the example data provided by the company. These tests were to
check whether the system was successful in conforming to the intended
specifications by reading the correct data and utilizing them correctly in
the application.

After the system was verified to be working as intended, the scores
generated and the weights calculated were validated using some artificial
change requests created for the purpose of testing whether a change in each
criteria (when all other criteria remained constant) had the intended effect
on the scores in accordance to the answers of the survey questions.

To validate that the weights calculated through the survey questions

Ecr No ‘ Change Reason Score | FINAL SCORE | Expected Costl

DCR-30683
DCR-30728
DCR-30683
DCR-30728
DCR-30882
DCR-30971
TEST12

DCR-30968
DCR-30834
TEST15

DCR-30882
DCR-306858
DCR-30658
DCR-30921

0.1908
0.1369
0.1908
0.1369
0.0194
0.6704
0.0638

0.2563
0.2563
0.0553
0.0194
0.2563
0.2563
0.0194
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Figure 14.3: Main Page of the User Interface

were accurate, extreme cases that include all criteria having equal impor-
tance or each criteria dominating other criteria were tested. The weights
generated were as expected and therefore we concluded that the system is
valid.

14.6 User Interface and Implementation

The DSS is presented to the company through a meeting with industrial
advisors at FNSS in 13th of April where the system is thoroughly explained
via the user interface.

The DSS is designed in Python in order to access ideal packages such
as; Pandas, xlsxwriter, openyxl, and Jinja2 where inputs obtained from the
user interface designed in VBA and .xlIsx files are transferred to the system
and calculations made using NumPy library for python. This structure of
the system will benefit the company since ECR files are already stored as
spreadsheets. Hence, no further work will be needed and all information
will be processed within one system.

The user interface provides the following functions in the main page as
can be seen in Figure 14.3.

e (Calculating the change request scores
e Updating the class code WAC per unit upper limit

e Updating/Filling the pairwise comparison matrix surveys
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Figure 14.4: Updating Upper Limit of the Class Code Ranges in the Inter-
face

e Updating the high and low impact threshold values

If updating the class code WAC per unit upper limit button is selected, the
interface provides a sheet to input data since the company wanted to make
WAC intervals adjustable over time. The page provided by the interface
can be seen in Figure 14.4.

When update the thresholds for high and low impact button is cho-
sen, the user can update the threshold values which are based on while
categorizing the requests as high/low impact. By the button named ” Up-
dating/Filling the pairwise comparison matrix surveys”, the user can access
and fill out the survey in which they compare pairs of criteria. The answers
of the survey are verbal but each answer is related to a number in Saaty’s
1/9-9 scale. Thus, after the survey is submitted, the system automatically
converts the answers to numbers and fills a spreadsheet with the correspond-
ing pairwise comparison matrix. In the interface, there are three different
surveys for the following: 4 main criteria, 8 sub-criteria under ”problem”
section, and 4 sub-criteria under "improvement” section. When the user
finishes all three surveys and submits, if any inconsistent answer is given
the system warns the user by emphasizing the pairs of criteria which are
inconsistent with one another. This helps the user to easily acknowledge
where they answered inconsistently so that they can fix without difficulty.It
is recommended for the users to update their answers once a year to make
sure the system is up to date. The page shown by the interface can be seen
in Figure 14.5.

If calculating change request scores is selected, based on the input taken
from the user via the other three buttons; the scores of each request is
calculated by utilizing Python. After that a screen opens automatically in
which information such as:
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e weights of each criteria
e consistency ratios of the surveys
e the maximum, minimum, average and median scores

are provided to the user. Simultaneously, the output file which provides
the final change request scores is prepared. In the output Excel file, all
high impact change requests are filled with red color while the low impact
ones are filled with green to make them more distinguishable for the user.
Moreover, in order to facilitate the data collection process of the company,
the system saves the old output files every time a new calculation is made.

14.7 Benefits to Company and Conclusion

The main purposes of the decision support system (DSS) include expediting
the process of analyzing change requests in terms of minimizing time spent
on meetings and associated costs and maximizing the accuracy of decisions
handled. These objectives are aimed to be achieved while preserving the fea-
sibility and efficiency of the common decisions to accommodate the involved
departments’ objectives. The system also provides means for quantifying
importance of criteria and analysis of weights of decision aspects.

FNSS is currently undergoing digitalization involving all operations, fol-
lowing the developments occurring after the pandemic. They will be using
this DSS to develop and find a balance between digitalization of their pro-
cesses and preserving the active, dynamic communication face to face inter-
action brings to the work product. The DSS is to be installed to computers
of all employees where the team members working a specific project are
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able to see data, weights, system outputs of any change request analysis to
decide whether the subject will be discussed in the CCB. With this integra-
tion, low impact changes are handled online, CCB meetings proceed more
effectively with the historical ECR data stored in the DSS and will take less
time as digitalization will saves time since participation of employees to the
meetings are only required when their project is being discussed.

As a result, a DSS that continuously improves and adapts to the changes
occurring within the company is constructed. The system improves itself
by learning certain parameters over the course of its use thus, its accuracy
and productivity will increase as more data is stored in the system. The
IT department will also be able to modify the system depending on their
needs in the future as the system is not hard-coded, the functions are not
fixed to certain input types and open to necessary adjustments. System
structures and elements including survey results, weight allocations, stored
analysis of change requests, department objectives, change reason scores,
classifications and cost calculations are the primary outputs that the DSS
provides. The contributions of the DSS will continue to gradually increase
with its integration into the company structure and to further projects.
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Motor Kulagi Uretim Planlamasi 15
Karar Destek Sistemi
Oyak Renault Otomobil Fabrikalari
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Elif Bayram, Deniz Kog¢, Doruk Ozdemirci, Derya Parmaksiz,
Dogukan Toktag, Can Tugalan, Mert Hasip Yiicel

Sirket Danigmani Akademik Danigman
Devim Yontar, Yusuf Giirgan Dr. Emre Uzun
Uretim Miihendisi Endiistri Miithendisligi Bolimi
Ozet

OYAK-Renault Otomobil Fabrikalari’'nda montaj hattinda kullanmilmak
tizere motor kulag: iiretilmektedir. Operator, tecriibe ve gozlemlere dayali
inisiyatif ile motor kulag iiretim miktarini belirlemektedir. Bu durum sis-
temde zaman kaybina, gereksiz stok tutulmasina ve operatoriin yeterince
verimli kullanilamamasina neden olmaktadir. Bu projenin temel amaci,
isgiiciinden periyodik olarak tasarruf saglarken iiretim miktarini enbiiyiikle-
mektir. Bu nedenle, matematiksel bir model kullanilarak motor kulag tire-
timi icin bir tiretim ¢izelgesi olugturulmustur. Bu sayede motor kulag: iire-
timi ana tretim cizelgesi ile paralel caligmaktadir ve operatoriin inisiya-
tifi yerine modele gore belirlenmektedir. Sonug olarak, operator her saatin
%16.7’lik boliimiinde motor kulag: tiretimi diginda bir ig ile gorevlendiril-
meye uygun hale getirilmistir.

Anahtar Sozciikler: Uretim cizelgeleme, matematiksel model, siire¢ ici
is envanteri, motor kulagi
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A Decision Support System for Engine
Brackets Production

Abstract

In OYAK-Renault, engine brackets are being produced to be used in the as-
sembly line. Operator determines the production quantity of engine brack-
ets based on experience. It causes a time loss in the system, unnecessary
work in progress inventory and inefficient use of the operator. The primary
purpose of this project is to maximize the amount of production while peri-
odically saving workforce. A production scheduling for engine brackets was
created by using a mathematical model. In this way, the production sched-
ule of engine brackets is determined by the model instead of the operator’s
initiative. As a result, the operator is made available to be assigned a job
other than the production of engine brackets for 16.7% of each hour.

Keywords: Production scheduling, mathematical model, work in process
inventory, engine bracket

15.1 Company Information

OYAK-Renault is an automobile factory in Bursa producing under Groupe
Renault. The factory has a manufacturing capacity of 378,000 automobiles
and 920,000 engines per year. It is one of the factories with the highest man-
ufacturing capacity, excluding Western Europe (OYAK Renault, 2021a). It
has vehicle and mechanics factories. Car production is done in the vehicle
factory whereas chassis, gearbox, battery and engine are produced in the
mechanics factory. Currently, the company produces two Renault models:
Clio and Megane Sedan (OYAK Renault, 2021b).

15.2 System and Problem Descriptions
15.2.1 System Analysis

Engine bracket keeps the engine in its place. In Renault, each model has
different engine type. Each engine type has distinct engine bracket code
number. There are two different machines for two groups of different engine
bracket code numbers and two storage areas for raw materials. In engine
bracket production, one operator works. Examining the flow chart in Figure
15.1, the manufacturing process of an engine bracket is as follows:

e If setup is needed, the operator chooses the code number in about 30
seconds. Then, the operator places the required mold in 45 seconds.

e After setting up the mold, the operator carries the required raw ma-
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Figure 15.1: Flowchart of the Current Engine Bracket Production System

terials to the storage area behind the machine in two other carts and
the raw materials of the previous setup to the other storage area in
two carts. While one cart is for the metal materials, the other one is
for the plastic materials. Replacing each cart takes about 15 seconds.
The change of all materials takes 60 seconds. If one material is the
same for some engine brackets, the process takes 30 seconds.

e After the setup process, assembly process of an engine bracket is done.
Operator places the raw materials to the machine in 30 seconds.

e Then, the operator places the engine bracket in a box that stores 15
engine brackets. If two boxes of engine brackets are manufactured,
the operator carries these two boxes into the storage area with a cart.
The transportation takes 90 seconds including carrying into a storage
area in 60 seconds and placing the boxes in 30 seconds.

In the storage area, there is a separate cabinet for each engine bracket code
number. Each cabinet has a capacity of seven boxes and must at least
have one box of engine brackets. Thus, there can be at least 15 units in
the storage area and at most 105 units of an engine bracket for each code
number. Every 57 seconds, a new car is produced. The engine brackets are
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collected from the storage area with the other necessary components of a
car in engine installation via robotic carriers. The carriers are capable of
carrying the supplements of four cars separately to the production line. Ev-
ery 228 seconds, a carrier arrives at the storage area to pick up the required
engine brackets. The information that the carrier will take the specified
engine code number finalizes 2 hours and 40 minutes before producing the
car which needs that engine bracket. Each carrier arrives at the production
line in 30.5 minutes. Engine brackets join the production before they are
needed and are put inside of the processed car until the step that it is used.
The timeline of the process between the finalization of the production order
of a car and assembly of an engine bracket to a car is shown in Figure 15.2.

Finalization of The car enters The engine bracket is The engine bracket
production order to the assembly received by is assembled to the
of a car line transporters car
........................

0:00 2:00 2:40 310

Figure 15.2: Timeline of the Process

15.2.2 Problem Definition

In a day, there are 8-hour shifts for the engine bracket production. The
operator tends to produce engine brackets that are the least in amount
compared to other code numbers without a production schedule. Such a
decision-making process causes unnecessary production of engine brackets
accumulated in the storage area and thus, time loss. Moreover, it may
block the operator to perform another job within his shift. Therefore, the
operator may not be as efficient as they could be and it creates a time loss.

15.3 Model Development

In the process of literature review, it is found that a lot-sizing problem
was solved by using the mixed-integer programming (MIP) method. The
method was implemented in a scheduling environment with multiple-product,
capacitated, single-machine and deterministic demand to minimize the sum-
mation of setup, production, inventory holding, and maintenance costs (Ep-
pen and Martin, 1987). The constructed MIP works properly to find the
optimal solution in an acceptable period of time (Eppen and Martin, 1987).
Thus, considering that OYAK-Renault also demands a production schedule
for engine brackets, the MIP method was proper to use to solve the problem.
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Another mathematical model was developed by Fleischmann and Meyer to
solve a lot-sizing and scheduling problem where different types of products
are produced in a single machine (Fleischmann and Meyer, 1996). Similarly,
results have shown that it is efficient to develop a mathematical model to
solve the problem. As a result of the literature review, it is decided to use
mixed-integer programming as the solution approach. The model takes the
car production plan as demand input and creates an engine bracket produc-
tion schedule as the output. The input is based on two different production
plans: weekly and finalized production plans. The finalized plan is being
used for the hour that we are going to schedule, and the weekly plan is
being used for the following 23 hours. The main goal here is sustaining a
foresee to the model. The output consists of 24 periods, each being 1-hour
long. From each output, we use the first hour. The reason behind using 24
hours of data is being able to consider the potential demand of the following
periods. In line with the company’s expectations, this model assigns regular
10-minute breaks in each hour to the operator. In those 10 minutes, the
operator can be assigned to other jobs. To solve the model, Excel is used
with the OpenSolver package. Since the OpenSolver package is free to use,
there will not be an additional cost.

The main purpose of the model is to make the operator available in
the last 10 minutes of each hour. Therefore, we maximize the production
quantity of engine brackets in our model while limiting the duration of the
production by 50 minutes in each hour. However, we have also added an
extra time variable which the model activates only when an extra time is
needed in the production. This enables the model to exceed the 50 minutes
of production time limit in periods where extreme cases occur.

To ensure that all the restrictions given by the company are taken into
account, we included several limitations in our model in order to develop
our constraints. These limitations include: the number of setups, inventory
levels, total time, production capacity, amount of extra time, number of
packages and carriers used. The model is presented in Appendix A.

15.4 Validation

The validity of the model was assessed utilizing the 3-day (October 25, 2021
- October 27, 2021) and the 2-week (the sixth day of the forty-eighth week
until the third day of the forty-ninth week of 2021) datasets provided by the
company. Based on these datasets, the model provided engine bracket pro-
duction schedules. Both of the production schedules satisfied 100% of the
engine bracket demands in all periods. In none of the engine bracket pro-
duction periods, total production time exceeded 50 minutes. Consequently,
if the provided engine bracket production schedules were used in the factory
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Satisfied Free Time  Does the
Demand Created in  Production
Rate 1 period Stops?

3-Day Data 100% 10 minute No
2-Week Data 100% 10 minute No
Scenario 1 (1 unit of demand

from 8 types, 59 units of 100% 1 minute No

demand from 1 type)

Scenario 2 (67 units of demand
from 1 type)

Scenario 3 (equal units of
demand from each type)

100% 10 minute No

100% 2.5 minute No

Table 15.1: Scenarios

at the given times, the car production would have continued without any
breaks. In order to test the model’s reliability, 3 different demand scenarios
were tried out and the results were examined. These scenarios were con-
structed in order to reflect the challenging cases that can come up during
production. In each of these scenarios, 100% of the engine bracket demands
are met and as a result, the car production does not stop. Table 15.1 shows
which demand scenarios and actual datasets were tried out. The results were
examined in terms of the satisfied demand rate, total free time created in a
1-hour period and continuity of the car production metrics. Based on these
results, our model can provide reliable engine bracket production schedules
that can satisfy the engine bracket demand and support the continuity of
the car production.

Sihirbaz:

Figure 15.3: Entrance and optimization pages
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Figure 15.4: Data input and inventory control pages

15.5 User Interface

To solve our model, an interface is created using Excel VBA. While running
the mathematical model, the interface provides supporting operations such
as inventory updating and data monitoring to control the system. “Uretim
Planimi Olugtur” button activates the optimization operation. The button
also receives finalized production plan and the starting inventory levels as
an input. To sustain the weekly production plan entrance, we use “Haftalik
Plan Girigi” button. We use “Envanter Kontrol” and “Enventeri Giincelle”
buttons to check and update the current inventory levels. Furthermore, we
store the data of the previous solutions in where we can monitor the optimal
production quantities for the previous 24 solutions to observe the process
by using the “Geg¢mis Planlar Listele” button. Figures 15.3 and 15.4 show
the user interface pages.

15.6 Integration and Implementation

The integration of our approach to the current system is based on three
main steps. At first, installation of required attachments and programs is
needed. These are Microsoft Excel and the OpenSolver attachment. The
second stage is the integration of inputs into the model. As it is mentioned
in the previous parts, our inputs are the weekly production plan, finalized
production plan, and starting inventory levels. Our interface is accepting
both of the production plans in Excel format. The final step is deciding on
the implementation type. At this point, we deliver two different products.
The first one is the manual implementation. In the frame of the manual
implementation, at the beginning of each hour, inputs are uploaded and the
button is used to generate the production schedule by the user. Further-
more, there may be a need to control the inventory levels and try to detect
any possible mistakes. On the other hand, the other implementation type
is autonomous implementation. In the frame of the autonomous implemen-
tation, there is not any need for a user. The interface runs itself at the
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beginning of each hour. Furthermore, because the model is run strictly, the
possibility of encountering deviations in the inventory levels and the need
to control inventory are negligible.

To compare both of these approaches, we can say that both the imple-
mentation types may have different advantages. The main advantage of the
manual implementation is giving the opportunity to have more control over
the model. If it is preferred to assign a person and screen each step, man-
ual implementation will be beneficial. The main disadvantage of manual
implementation is timeliness. Because the schedule may not be generated
exactly one hour later than the previous run, there may be a couple of
seconds of deviations, and these deviations may cause us to miscalculate
demands considering the demand entrance frequency. Thus, frequent con-
trol of the inventory levels is necessary. The main advantage of autonomous
implementation is less need for a user. Because the model works exactly
hour by hour, we will not be missing any demand. So that, the need to con-
trol inventory levels will not be obvious. However, the autonomous system
will be decreasing the control of the company on the product and this may
not be desired by the company.

15.7 Benchmarking and Benefits

The performance metrics for the benchmarking are the operator’s working
hours in the production of engine brackets and the number of engine brack-
ets produced in a shift. The validated model’s output gives the number of
production periods in the shift so that this can be compared with the cur-
rent system results in the company. Since the main purpose of this project
is to ensure efficient use of workforce, with our approach we are making
the operator available at regular intervals to perform other tasks. In this
way, we ensure that one-sixth of the operator’s time is available for other
tasks. Therefore, the expected benefits to the company are reducing the
working hour of the operator in the production of engine bracket, elimina-
tion of possible results of faulty initiatives, efficient use of workforce and
determination of production quantities according to a plan.

15.8 Conclusion

Examining the current system, production amounts of the engine brackets
are determined with the initiative of the operator. Therefore, unnecessary
engine bracket and storage, inefficient use of the workforce and time loss
due to unplanned setups occur. Throughout the project, the main goal is
to make the operator available periodically to perform other jobs. Utilizing
the mathematical model that maximizes the production quantity of engine
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brackets, the last 10 minutes of each hour of the engine bracket production
is saved for the assignment of the operator to other jobs while the car
production is satisfied. Meaning that, 16.7% of each hour is considered as
a break for the engine bracket production. Thus, reducing the number of
engine bracket production periods, the current workforce is used efficiently.
Providing a production plan through the interface to the operator, faulty
initiatives are also prevented. In the future, in case of a change in the
production quantities of the engine bracket quantities, the company is able
to change the inventory levels manually on the interface.
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Appendix: Mathematical Model

Sets:

T = Period set

W = Engine bracket set

Parameters:

Ui = Number of engine bracket i required in period ¢ (Weekly Plan)
D;; = Number of engine bracket i required in period ¢ (Finalized Plan)
Z; = Inventory limit for engine bracket ¢

M = Maximum number of engine brackets that can be produced in one
period (hour)

L = Available working time in a period

TS = Setup time

TP = Production time of one unit of engine bracket

Pcap = Engine bracket capacity of each package

C'cap = Package capacity of each cart

161


https://www.oyak-renault.com/hakkinda/
https://www.oyak-renault.com/uretim-tesisleri/

M P, = Big M parameter for engine bracket production in period ¢

T Pac = Package placement time to the inventory cabinets

TC = Travelling time between inventory area and production area with
carts

Decision variables:

v, — 1, if engine bracket i is produced in period t
" 0, if not

Ci = Number of packages used for engine bracket type ¢ in period ¢

EC;; = Number of carts used for engine bracket type ¢ in period t for trans-
portation to the inventory

P; = Number of engine bracket ¢ produced in period ¢

EX; = Total extra time used in period ¢

I;; = Inventory level of engine bracket i at the end of period ¢

Model:
T W
max Y > (Py— MP,- EX,)

w

SYa<|W] VteT (15.1)
=1
I, < Z; YieWVvteT (15.2)
Py <MYy, YieWNVteT (15.3)
[itfl - Uit + ]Dz't = 14t VZ € W,t < T (154)

w w
TSZ)Qt+TPZRt+TPacZCit+TCZECit <L+60-EX,

i=1 i=1 iEW iEW

VteT (15.5)
Pcap-Cy > Py VYieW,teT (15.6)
Cecap-ECy >Cy VYieW,teT (15.7)
EX, <10 VteT (15.8)
I;; >0,P;, >0 VieWteT (15.9)
Vi €{0,1} VieW,VteT (15.10)
Ly, Py, Cy, ECy; are integers Vi € Wt € T (15.11)
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Stratejik Dagitim Agi1 Tasarimi 16

Norm Fasteners

Proje Ekibi
Ali Eren Demir, Sebnem Giiler, Gizem Ikizler, Baturay Konak,
Ahmet Selim Safoglu, Nevzat Berkcan Sonmezigik, Onur Yetik

Sirket Danigmam Akademik Danigman
Dila Nart Prof. Dr. Bahar Yetis Kara
Lojistik Mudiri Endiistri Mithendisligi Bolimii
Ozet

Bu proje sayesinde Norm Fasteners’in Avrupa ve Tiirkiye’de kiralanan depo-
larinin hacim ve sevkiyat verileri kullanilarak mesafe tizerinden lojistik ma-
liyetlerini enazlayacak lokasyonlarin bulunmasina ve bu lokasyonlardan hiz-
met alacak miigterilerin belirlenmesine yonelik bir yaklagim sunulmasi he-
deflenmektedir. Sirketin stratejik diizeydeki depo agma kararini alirken kul-
lanmasi i¢in degisen kosullara adapte olabilen, kullanici dostu bir arayiiz ta-
sarlanmigtir. Depo konumlari ve miigteri atamalar: program kullanarak eniyi
seviyede belirlenmistir ve bu sayede sirkete Avrupa’da %4.12’lik, Tiirkiye’de
%181k bir mesafe iyilestirmesi saglanmigtr.

Anahtar Sozciikler: Lojistik, stratejik planlama, depo konumlandirma,
mesafe enazlama, dagitim agi
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Strategic Planning of Distribution Network
Design

Abstract

The aim of this project is to provide an approach to find the optimal loca-
tions for warehouses that minimizes logistics costs over distance and identi-
fies customers receiving service from these locations by using the shipment
and volume data of current warehouses in Europe and Turkey. A user-
friendly interface that can adapt to changing conditions has been designed
for the company for strategic decision making while opening a warehouse.
Warehouse locations and customer assignments were determined optimally
via the program, thus providing the company a distance reduction of 4.12%
in Europe and 18% in Turkey.

Keywords: Warehouse location, distance minimization, p- median, single
sourcing

16.1 Company Information

Norm Fasteners was founded in 1973 in Izmir as one of the group com-
panies of Norm Holding. More than 50,000 products are offered by Norm
Fasteners and the main product groups are namely bolts, nuts, screws, ball
joints, rivets, and special parts. There are nine production facilities in
[zmir and Salihli with a closed area of over 100 thousand m?2. Many leading
firms producing automobiles, household appliances, electronics, furniture,
construction, and machinery are customers of Norm Fasteners. In 2021,
international sales had a proportion of 56% of the total sales. Europe has
the most extensive portion among the international sales of Norm Fasteners
with 78.4% followed by North America with 13.2%. The company exports
its products to a total of 35 countries. Shipments can either be sent directly
to the customers or they can be sent via the warehouses Norm (2021).

16.2 System and Problem Description
16.2.1 Current System Analysis

Logistics department of Norm Fasteners is divided domestic and interna-
tional markets. Inbound logistics deals with shipments from Norm Holding’s
factories to Izmir warehouse. Domestic logistics is in charge of the deliveries
from the Izmir warehouse to the domestic customers. International logis-
tics ship products from Izmir warehouse to both global customers and Norm
warehouses in abroad. The goods can be transported by maritime, road,
and air transportation. Logistics department assigns routes to the ship-
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ments, where maritime is the most preferable option and air transportation
is the least preferable due to their prices.

16.2.2 Problem Definition and Its Scope

Current warehouse locations were selected based on the requests of cus-
tomers. It is likely that the current placement of the warehouses is not
optimal because the decisions regarding this settlement do not set their
foundation on a proper methodology or mathematical model. The main
focus of this project is to offer suggestions by considering the distance of
sending shipments from Izmir facility to European warehouses and from
warehouses to customers. By trying different scenarios, the model may
suggest relocating or closing facilities. Since Norm Fasteners uses rental
warehouses, their locations can be easily changed. In case of a relocation,
new routes for that location is needed. The route selection is limited by two
modes of transportation, which are maritime and road.

The scope of the project is limited to Europe and Turkey because 78.4%
of the international shipments are sent to Europe and 44% of the total sales
are distributed within Turkey. Thus Norm Fasteners decided to start the
warehouse location optimization within these regions.

16.3 Proposed Solution
16.3.1 Proposed System

The core solution of the project is based on developing a model to locate
the warehouses of Norm Fasteners by considering the distance limitations
between warehouses and customers. The number of warehouses that have
to be located is not specified by Norm Fasteners. Moreover, there is no
budget constraint limiting the number of warehouses. Therefore, the model
has been run multiple times with different numbers of warehouses, and the
change in the total distance is observed. Each case has been presented
to the company with the corresponding distance and cost values. Based on
the analysis of proposed scenarios, the final decision on the number of ware-
houses will be determined by Norm Fasteners. Optimal locations for the
warehouses are the ones minimizing the logistics cost over the total distance
travelled. To find the exact locations of the warehouses, the entire conti-
nent of Europe should be divided into uninterrupted nodes, and warehouses
should be located in some of these nodes. However, since there are plenty of
cities in Europe and many potential places for warehouses, the alternative
locations set will be too large. The completion time for the model would
yield inefficiently; hence 12 commonly used ports in Europe and the given
customer locations are added to the dataset of alternative locations.

165



16.3.2 Model Development

Our solution method consists of two consecutive steps which are preprocess
and mathematical model. As the first step, the road distances are obtained
from Bing Maps via Excel, dynamically while maritime distances are ac-
quired from Searates (2021). To include the cost efficiency of maritime
transportation to the model, we normalized the maritime distances by di-
viding it to 3.26. We obtained this value by proportioning the costs of road
transportation to maritime. Therefore we can minimize the total logistics
cost over total distance travelled. Then a pairwise minimum distance al-
goritm is applied to find the route of going from one node to another with
the minimum distance traveled. The outputs of this process is used as in-
puts for the mathematical model. The optimum routes and the associated
mode of transportations are determined in the preprocess while optimal
warehouse locations, customer and warehouse assignments are determined
by the mathematical model.

In the model, objective function is to minimize the distance. The objec-
tive function consists of two components which are the distances between
[zmir warehouse and opened warehouses and the distances between the
opened warehouses and their assigned customers. The route selection ex-
plicitly affects the objective function due to the varying distance values
stemming from the selection of the transportation type. Although the aim
is to minimize the total distance, the p-median constraint avoids the model
to open warehouses in every customer node. To achieve this goal, integer
programming (IP) is utilized. The decisions about whether to open a ware-
house at a particular location or determine which shipment is delivered via
which warehouse are attached to binary variables. To present the scenarios
with different numbers of warehouses, the p-median problem is solved.

16.3.3 Mathematical Model
Parameters: The graph G = (N, A) is given

N = the set of all nodes
A = the set of all arcs
L = the set of alternative locations i.e. L C N
IC = the set of shipments
d(k) = Destination of shipment k
V* = Volume of shipment k
p = the number of warehouses

d;; = minimum distance between node i and node j
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MinCap =
MazxCap =

: maximum distance between Izmir and a warehouse

,I‘izmir .

Twarehouse .

minimum volume a warehouse should be assigned to be opened

Maximum volume a warehouse can be assigned

maximum distance between a warehouse and an assigned customer.

Decision Variables:

Yk 1 if shipment k is carried from node i to node j
Y0 otherwise
7 1 if a warehouse is opened at alternative location i
‘1 0 otherwise
gk _ 1 if shipment k is assigned to warehouse at node i
t10 otherwise
Model:
YD S S DIETHLES SYRRETE 163
ke i:(i,j)eAj:(i,5)eA i€l
st. Y Sf=1 Vkek (16.2)
ieN
st< >y Xf i#dk) YkeK,iel (16.3)
j:(i,5)eA
> Xhw =1-Sky Vk € K (16.4)
i:(3,d(k))€A
Z; > SF Vke K Vie Ll (16.5)
> Zi=p (16.6)
i€l
> SiVE > MinCapZ; VieLl (16.7)
kek
> SFVF < MaxCapZ;  VieL (16.8)
kek
dooxi- Y XE=9) j#dk) VjeN keK
i:(4,7)EA i:(4,7)mEA
(16.9)
dz’zmz’erj S 7jizmir vj €L (1610)
diarySF < Towarehouse Vie L ke K (16.11)
X@, Sf, Z; €{0,1} VkeK, Yiel (16.12)
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The decision for the solver that is used is made according to the capabilities
of the group members and the cost burden of the solver to the company.
Thus, by considering the scope of the project and the capabilities of the
software, the final decision was to use Excel Solver. The model is solved via
Excel Solver and the same optimal solutions are obtained from CPLEX.

16.4 Verification and Validation

Verification step is necessary to check whether model works properly. The
extreme values for the parameters d;; (minimum distance between nodes i
and j), p (number of warehouses), MinCap (minimum warehouse capacity),
MaxCap (warehouse volume), V* (volume of shipment k), are investigated
to see whether results agree with the expectations or not. The model chose
locations with least distance value, which complies with our expectations.
To validate our model, we forced the model to open 4 warehouses at
their current locations to reflect the present situation. As an output, the
model provided us with a theoretical benchmark that we can compare with
our proposed optimal solution. The travel distances are obtained by our
preprocess algorithm since Norm agrees with 3PL companies for its logistics
processes and obtaining the real total distance travelled is not possible. Our
academic advisor supported our methodology and we have discussed the
output of our model with the company officials to ensure that it comply
with the current setting. Therefore, we concluded that our model is valid.

16.5 Implementation and Integration

The main focus of the implementation plan is the system user interface that
is designed. A software tool utilizing the developed mathematical model is

Bilkent University

WELCOME TO THE
WAREHOUSE OPTIMIZATION o0
SYSTEM N

NORM
Imported File(s) > R—
o e s\,
l I '
Click to Select Your Excel

Sheet Including Your Data
Delete File

Next

Figure 16.1: Homepage
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Summary of Dataset Parameters
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e to Worehouse o
il

Number of Cities

i = |

P s

Total Demand (In Tons)

N]

NORM

HOLDING

Figure 16.2: Summary page

delivered to Norm Fasteners, which is Excel VBA. This tool enables the
company to update the parameters and obtain the new optimal solution for
the existing situation. Also, by implementing such a tool, the usage of the
project in the long term is encouraged. So, the company will be prepared
for the variations of the customer demands, churned or new customers. Ex-
cel OpenSolver takes the customer locations, shipments, and volume from
the file that Norm upload to the interface, as parameters. The number of
warehouses, their capacity limitations if it is wanted, any fixed warehouse
location, the maximum distance between warehouses, and the unit trans-
portation cost are asked in the interface, then the model runs accordingly.
The user interface has a home page where there is a “file upload” button
and the user can upload more than one file which can be seen in Figure
16.1. These files’ names are shown in the box next to the upload button.

Py

Suggested Warehouse Locations ( ‘a; Bilkent University

%

NORM

HOLDING

Total Distance (km x tons) Expected Total Cost (EUR)

THTTARAM.I531 33014778, 152920 EUR

Import Ancther Dataset Change Parameters Detailed Report Exit

Figure 16.3: Result page
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Figure 16.4: Detailed report worksheet

There is also a “delete” button, if they want to remove one of these excel
files. Additionally, we have a “next” button at the right bottom of the
page. This button is used for starting the analysis of the dataset and it
moves to the next page. On the second page, there is a brief summary of
the dataset that shows the analysis of the data uploaded by the user. This
summary shows the number of countries, cities, and the total demand in
the uploaded file. On this page, we have an optional parameters section
for the user to add information. These parameters are the number of ware-
houses, capacity limitations for warehouses, specific choice for the country
or/and the city of the warehouses. The user can select the specifications
from the boxes, where they want to open a warehouse. These parameters
are used in the model, that can be seen in Figure 16.2. Then, the user can
click the “next” button to run the model and change the page. After this
page, the result page is opened where the suggested warehouse locations are
shown on the map which can be seen in Figure 16.3. To show the map and
locations, a Bing Maps add-in is used. Also, the user can see the names
of these warehouse locations and the corresponding capacities in the boxes
next to the map. Also, there is an “Export Results” button to show the
customer-warehouse match with their corresponding capacities. If we click
to the ”"Detailed Report”, detailed information is created to a new Excel
Workbook for company to work with, which can be seen in Figure 16.4.

16.6 Benefits to the Company

The program decides the warehoues locations and the corresponding routes.
Therefore as an outcome, we obtain the distribution network design which
contains the optimal locations of the warehouses, the customer assignments,
amount of supplies of these warehouses, the routes and the corresponding
mode of transportation. To measure the contribution of the proposed solu-
tion to the company, we performed benchmarking by comparing the objec-
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Figure 16.5: Distance savings in Europe

tives of the current situation with the proposed solution and the compar-
isons can be seen in Figure 16.5. In the first scenario, we fixed the current
warehouses of the Norm Fasteners and obtained a total value of 17,340 km
x ton by opening the current warehouses in Poznan, Poland; Bucharest,
Romania; Essen, Germany and Meaux, France. The 4,668 km x ton of this
value consists of distances between warehouses and the assigned customers.
The remaining 12,672 km x ton is the total value between Izmir warehouse
and the current warehouses.

In the second scenario, we have not fixed the current warehouses and
let the model decide where to open the warehouses. Since Norm Fasten-
ers possesses four current warehouses, we run the model for p=4 and we
have not indicated any upper and lower bounds for the capacities of the
warehouses. As a result, we obtained a total value of 16,626 km x ton by
opening a warehouse at Hannover, Germany; Niirnberg, Germany; Paris,
France and Bilbao, Spain. 1,782 km x ton is the value between warehouses
and the assigned customers while 14,844 km x ton is the value between
[zmir warehouse and the opened warehouses. When we further analyze the

713,900

km x ton

Figure 16.6: Cost improvement in Europe
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Figure 16.7: Distance comparison in Turkey

distance, we see a 61.82% reduction in the distance between warehouses and
the assigned customers while we see a 17.14% deterioration in the distance
between Izmir warchouse and the opened warehouses. Howevever, when we
compared the objective function values, we observed a 4.12% reduction in
the total distance. Norm provided us the average cost of transportation in
Europe for the first quartile of 2022 as €0.21 per km x ton. Hence the 4.12%
reduction on the total distance value refers to a €149,919 cost improvement.
This improvement can be seen in Figure 16.6.

We also performed benchmarking with Turkey’s data by comparing the
objectives of two scenarios and the comparisons can be seen in Figure 16.7.
In the first scenario, we fixed the current warehouses of the Norm Fasteners
and obtained a total value of 24,912 km x ton by opening the current ware-
houses in Ankara and Kocaeli. The 8,523 km x ton of this value consists
of distances between warehouses and the assigned customers. The remain-
ing 16,389 km x ton is the total value between Izmir warehouse and the
current warehouses. In the second scenario, we have not fixed the current
warehouses and let the model decide where to open a warehouse. We run
the model for p=2 and we have not indicated any upper and lower bounds
for the capacities of the warehouses. As a result, we obtained a total value
of 20,417 km x ton by opening a warehouse at Konya and Bursa. 6,135

4,495,000

km x ton

Figure 16.8: Cost improvement in Turkey
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km x ton is the value between warehouses and the assigned customers while
14,282 km x ton is the value between Izmir warehouse and the opened ware-
houses. When we further analyze the distance, we see a 28% reduction in
the distance between warehouses and the assigned customers while we see
a 12.9% reduction in the distance between Izmir warehouse and the opened
warehouses. When we compared the objective function values, we observed
a 18% reduction in the total distance. Norm provided us the average cost
of transportation in Turkey for the first quartile of 2022 as 0.77 TL per
km x ton. Thus the 18% reduction on the total distance value refers to a
3,461,150 TL cost improvement. This improvement can be seen in Figure
16.8.

16.7 Conclusion

As a result, we concluded the current warehouse locations are not optimal
and our model is the strategical tool that finds the optimal locations which
minimizes the total travel distances. Since we reduced the total cost of
warehouses in Europe by €149,919 and the total cost of warehouses in
Turkey by 3,461,150 TL the company officials were satisfied by the result.
Due to the performance of the model, Norm decided to execute the output
of the program. Initially they determined to start relocating the warehouses
in Turkey accordingly.
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Ozet

Demir Export Soma yeralt1 komiir igletmesinde ¢aligsan ekiplerin manuel ola-
rak olusturulmasi ig giictiniin dengeli ve adil dagilimini olumsuz etkilerken,
caliganlarin yillik izinlerinin manuel olarak diizenlenmesi de operasyonel ve-
rimliligi azaltmaktadir. Bu proje temelde iki farkli problemi ¢ézme amaci
tagimaktadir. Birinci problem girketin ¢aligan takimlarini olusturmak, ikinci
problem ise bu caliganlarin yillik izinlerinin planlanmasidir. Bu problemle-
rin ¢oziimi i¢in matematiksel modeller geligtirilmis ve ayni zamanda kul-
lanici dostu bir sistem olusturulmugtur. Takim atamasi problemi i¢in 6ne-
rilen ¢oziimiin sonuglar1 gsimdiki sistemle karsilagtirilarak, yillik izin plan-
lamas1 modeli i¢inse sonuclar girket yetkililerinin onayiyla dogrulanmaigtir.
Gelistirilen sistemin sirkette dengeli takim atamasi ve yillik izin dagilimi
saglamasi, calisanlarin yillik izin giinlerinden memnuniyetlerini arttirmasi
ve giincelleme kolaylig1 saglamasi beklenmektedir.

Anahtar Sozciikler: Takim olusturma, yillik izin planlama, denge, adalet
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Team Assignment and Annual Leave
Scheduling

Abstract

In Demir Export Soma underground coal mine, manually forming the work-
ers’ teams and manually scheduling their annual leaves decrease the system’s
operational efficiency and responsiveness. Moreover, arranging the annual
leaves of the workers manually decreases responsiveness towards operational
efficiency. The aim of this project is to develop a decision support system
with the help of an advanced algorithm that the company can utilize for
forming the teams and scheduling the annual leaves. To solve these prob-
lems, two mathematical models are developed and applied with the help of
a user interface. The team formation model is confirmed by comparing the
company’s current team assignments with the assignments made by the pro-
posed model; and annual leave model’s results are verified by the approval
of company officials. The proposed system is expected provide balanced
team assignments and annual leaves and ease of update to the company as
well as increasing the workers’ satisfactions with their annual leaves.

Keywords: Team formation, annual leave scheduling, balance, fairness

17.1 Company and Problem Description

Demir Export A.S., which is a mining company, was founded as a part of
Koc Holding in 1957. “Soma Eynez I Yeralt: Komiir Igletmesi” (Soma),
which belongs to Demir Export A.S. is an underground coal mine that has
a source of 40.5 million tons of coal. In Soma, there are more than 1400
employees of 32 types, divided into four teams named A, B, C and D. All
workers belong to one of the levels 1, 2, 3, and 4; 1 being the highest level
Demir Export A.S. (2021). There are three shifts in a day. One of the teams
has weekly day off while others work in different shifts in a given day. This
situation requires a fair and balanced distribution of workers into teams,
which means that company wants workers from different levels and different
types in each team. Keeping team assignments and weekly off days in mind,
the company allows workers to take annual leaves. Workers who have more
than 6 years of experience have 24 days of annual leave right, whereas other
workers have 18 days. The company assigns workers to teams manually,
as well as manually scheduling the annual leaves. This scheduling is done
by taking workers” preferences into consideration, which varies throughout
the year. Currently, difference between number of workers from each level
across teams are 21, 26, 53, 56 for levels 1, 2, 3 and 4 respectively, giving
sum of pairwise differences as 156 as shown in Table 17.1. Also, the data
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Table 17.1: Sum of pairwise differences across number of workers from dif-
ferent levels in teams in the current system

Number of Workers

Team Lvl.l Lvl.2 Lvl.3 Lvl4d Total
A 43 26 46 49 164
B 38 32 53 46 169
C 40 26 42 59 167
D 44 30 37 67 178
Sum Pairwise 21 26 53 56 156

regarding annual leaves of workers and their reasons for using leaves for
September 2021 are shown in Table 17.2.

Doing the team assignments and annual leave scheduling manually for a
high number of workers causes the company loss of time. Therefore, updat-
ing the system when necessary is difficult, and the updates do not always
give favorable outcomes for the company. It is observed that there is a lot of
difference in worker levels across teams, which creates an unequal situation
causing the company hire overtime workers which imposes an additional
cost. Also, some workers’ annual leaves cannot be satisfied and their pref-
erences cannot be tracked as they specify their preferences verbally to their
supervisors. Although the supervisors try to satisfy worker preferences as
much as possible, it is difficult to do that without distributing the annual
leaves into weeks throughout the year in an unbalanced way. In the current
system there are unbalanced teams, unbalanced used annual leaves, and
unfairness in workers’ annual leaves. Number of workers from each level

Table 17.2: The analysis of numbers of workers that are working or not
working in September 2021

Situation Mean Min Max
Working 589.60 516 649
Weekend Holiday 212.60 176 304
Reported Leave 23.13 15 32
Unpaid Leave 5.93 3 10
Absent 1.53 1 3
Paid Leave 2.20 0 8
Administrative Leave 9.50 3 16
Workplace Accident 7.63 7 9
Annual Leave 58.47 34 79
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in each team, number of workers with specific skills in each team, num-
ber of workers with satisfied annual leave preference and used annual leave
difference across different weeks are the performance measures.

17.2 Proposed Methodology and Model

There are two observed problems in the system: team assignments and
annual leave scheduling. The first one is a classical workforce planning
problem and the second one is a classical scheduling problem; and the most
common approach to such problems are building mathematical models with
integer programming. So, the proposed methdology is to develop two sep-
arate mathematical models and solving each of them in order to get the
optimal solutions. For the models, it is assumed in this project that the
planning period is one year, there are 4 teams, there is ready and robust
equipment and stable worker level through the planning period, as well as
assuming that the exact annual leave preferences are taken from the workers
at the beginning of the year. As 678 of 1400 workers and 21 of 32 worker
types require team assignment, the scope of the project is limited with these
numbers. For the team assignment model each worker should be assigned
to a team, and in each team there should be prespecified number of workers
from specific worker types. For the annual leaves scheduling model, the
workers have 18 or 24 days of annual leave right in a year depending on
their experience and at least 80% of the workers must be present to work.
The objective in team assignment is minimizing the level difference across
teams. For the annual leaves planning, having similar number of workers in
different weeks of the year and increasing the satisfaction of workers from
their annual leave days are aimed. The two models are shown below:

17.2.1 Team Assignment

In this model, I = {1,2,...,n} denotes the set of workers, J = {1,2,3,4}
the set of teams, K = {1,2,...,r} different worker skills, and S = {1,2, 3,4}
set of worker levels. [ is a binary parameter which is equal to 1 when worker
i is at level s. The parameter thr;, denotes the minimum requirement of
workers from skillset & in team j. Also, Zle m; = M, Zfil m; = My =n
and My = 0. Absolute difference of worker numbers between teams j and ¢
for level s is minimized in the model. Constraint 17.2 is for assigning each
worker to a team, constraint 17.3 is for making sure there is enough workers
from each skillset in each team, constraints 17.4 and 17.5 are linearization
constraints for the objective function whereas constraint 17.6 shows non-
negativity of the variables. The decision variables are

Ajis = Absolute difference of worker numbers between teams j
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and t for level s, j,t € J(j > t),s € 5,

1, if worker ¢ is in team j
T =
“ 0, otherwise

} foreverytr e I,j € J,

and the model is

4 4 4

min Y > Y Ay, (17.1)

j=1 t=1 s=1

4
st > ay=1 Viel (17.2)
7j=1
My,
Z Lij 2 th?"jk VJ € J, Vk e K (173)
=M1 +1
Z(lisxij — lisajit) < Ajts VJ,t € J(] > t), se S (174)
=1

Z(lisxij — lisxit) Z _Ajts \V/],t & J(] > t), S € S (175)
=1
xij,Ajts >0 Viel Vjte J(] > t), es. (176)

17.2.2 Annual Leave Scheduling

In this model, number of days set D = {1,2,...,m} in the planning horizon
and number of weeks set W = {1,2, ..., z} in the planning horizon are used
in addition to the sets in the previous model. The parameter AL; = gives
the number of annual leaves used by worker ¢ until current day, N; = is
the number of workers in a team, R;; = is the net worker requirement for
a team in a day and [ is the percentage of workers required to work in
a day. Also, the binary parameters are S;; which is equal to 1 if worker
prefers to use annual leave in a day, ;4 which is equal to 1 if the worker
is scheduled to work in a day and ¢;; which is equal to 1 if the worker
is in a certain team. The objective function for this problem can either be
satisfying workers’ preferences, or distributing annual leaves to the year in a
way that there are similar number of used leaves in each week. Combining
the two objectives and giving each of them a weight, the model can be
solved. As the importance of equally distributing annual leaves is more
important than satisfying workers’ preferences, it has the weight 0.67 while
workers’ preferences have the weight of 0.33, making «=0.33. In constraint
17.8 used annual leaves in a week is defined. Constraints 17.9 and 17.10
are for the linearization of objective function, constraint 17.11 limits the
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annual leaves that a worker can use, constraint 17.12 says a worker can use
annual leave only if he is working, constraint 17.13 says that the worker skill
requirements must be satisfied for each day, constraint 17.14 says percent
requirement should be satisfied for each day and constraint 17.15 is non-
negativity constraint. The decision variables are:

1, if worker i uses annual leave in day d ,
Tig = . Viel,de D
0, otherwise

WO, = Total number of annual leaves used in week w, w € W
P, = Absolute difference of used annual leave between weeks w
and ¢, w,q € W(w > q)

P,0e = Maximum pairwise difference between two weeks

and the model is:

min  « Z Z Siatia — (1 — @) Pras (17.7)

i=1 d=1

T(w—1)+7

s.t. > 2u=WO, Viel VieD VYweW (17.8)
d=7(w—1)+1
WO, —WO, < Ppae Yw,q € W(w > q) (17.9)
WO, —WO,; > —P4 Yw,q € W(w > q) (17.10)
Y wy<24— AL Viel (17.11)
d=1
> tyria < Nj— Ry Vj€J VdeD (17.13)
=1
Ztij<yid — xid) > thmyzd \V/] ecJ VvdeD (1714)

i=1 i=1

Tigy, WOy, Pyy >0 Yiel VYdeD Yw,qeW(w>gq). (17.15)

The two mathematical models that are solved with COIN-OR, which is the
solver of Python’s MIP package Tulio A. M. Toffolo (2021). While the team
assignment model is solved with data provided by the company, the annual
leave scheduling model is solved using dummy data as the company does
not log the annual leave preferences of workers. The results for the two
models are shown in Tables 17.2 and 17.4.
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17.3 Validation

As the project involves two problems, two different ways of validation are
used. For team assignment model, current system’s data are available and
can be compared to the results of proposed mathematical model. Table 17.1
shows that current system has sum of pairwise level differences across teams
and levels as 156, whereas it is 14 in the proposed solution. If comparison
criterion is chosen as sum of pairwise level differences across teams, it can be
observed that the number decreases from 92 to 19. As stated in the previous
section, the annual leave scheduling model is solved using several different
dummy datasets, each of them having differences in worker preference with
regards to the time of the year. The obtained results for one of these
scenarios is shown in Table 17.4. In that case, average worker satisfaction is
found to be 95.61% while the maximum pairwise difference across weeks is
found to be 40. As there is no comparison criteria for this model, the results
are shown to the person who has been doing the scheduling manually for
the past year and his feedback and approval are obtained.

17.4 Integration and Implementation

By taking the total number of workers, worker levels and worker types, the
team assignment model can be solved to give the optimal team assignments
of workers. Taking these assignments as input to the annual leaves schedul-
ing model and also taking the workers’ annual leave preferences, required
number of workers in teams and required worker percentage, the model can
be solved to give a balanced distribution of annual leaves as well as the satis-
faction level of workers. Through the user interface, the company is able to
add/delete workers, change their levels, add/delete annual leave preference
for any worker, change the requirements of the mathematical models, and
solve the models for the new data. Additionally, through the interface, the

Table 17.3: Sum of pairwise differences across number of workers from dif-
ferent levels in teams in the proposed system

Number of Workers

Team Lvl.l Lvl.2 Lvl.3 Lvl4 Total
A 41 28 44 55 168
B 42 29 45 55 171
C 41 28 44 56 169
D 41 29 45 55 170
Sum Pairwise 3 4 4 3 14
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Table 17.4: Summary of the results of annual leave scheduling model

a=0.5 Results
Maximum Satisfaction 100.00 %
Minimum Satisfaction 82.14 %
Average Satisfaction 95.61 %
Workers with Fully Satisfied Preferences — 46.02 %
Maximum Pairwise Diff. 40

company can see data and graphs for outputs of both models. The main
pages of the interface are shown in Figures 17.1-17.3.

o Demir Export A.S. Takim Olusturma ve Yillik Izin Planlama

& d |
S GRKog

1A Anasayta

aksimum Calisan Sayis Farki
£
Y Gincelle

Yillk zin Planiama

Figure 17.2: User interface team assignment page

17.5 Benefits to the Company

For the team assignment model, benchmarking is done by comparing the
current team assignments with the team assignments done by the proposed
model. The current system’s data shown in Table 17.1 can be compared
with the results of proposed model shown in Table 17.3. Sum of pairwise
differences across levels and teams decreases from 156 to 14, which means
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Demir Export A.S. Takim Olusturma ve Yillik izin Planlama

Yillik izin Planiama 1 63,75% 130

Yillik izin Planlama Genel Sonuglar

Figure 17.3: User interface annual leaves page

91.02% change. This result means that the workers are distributed to teams
in a more balanced way. Number of workers in each team is close to each
other, and number of workers from each level is also close to each other in
each team. The proposed solution provides work efficiency to the company.
For annual leave scheduling, most workers are content with assigned
annual leave days. The system also enables company to keep track of who
uses annual leave and when as well as who wants to use annual leave and
who can. The first one is something that the company has already been
doing. However, the others are new to company. There were no data about
worker preferences of annual days, and now the company will be able to
see and analyze that data. Having approximately 96% of workers satisfied
with their annual leaves, proposed system seems to provide company both
an organized and beneficial way of scheduling the workers” annual leaves.

17.6 Conclusions

As the solution times are less than five minutes, the interface has easy
to use, data are easy to update, the interface enables company to store
past data in the interface and models give optimal solutions, all previously
defined problems are adressed with proposed solution. Pilot applications
are performed with Demir Export A.S. in Soma. The company mentioned
that the proposed solution can also be applied to their other coalmines.
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Ozet

Sirket televizyonlarinin satig talebini tahmin etme yontemine sahiptir, an-
cak yontemin uzun vadedeki (3-12 ay) dogrulugunu arttirmak istemekte-
dir. Mevsimsel ve proje bazh farkliliklar, hatali tahminlere yol a¢makta,
satilamayan stoklar ve tiretimde darbogazlar ortaya ¢ikmaktadir. Projenin
amacl mevcut tahmin yontemini degerlendirmek, farkli tahmin yontem-
leriyle kargilagtirmak ve en bagarili istatistiksel sonucu veren yontemi
se¢mektir. Bu amacla yitrirliikteki sistemin ve farkli tahminleme yontem-
lerinin analizi yapilmigtir. Bircok tahmin yontemi degerlendirilmis ve en
basarili yontem gelistirilmistir. Belirlenen ig paketleri iizerinden ¢aligmanin
giktilar: raporda sunulmustur.

Anahtar Sozciikler: Tahmin yontemleri, televizyon, sezonsallik, trend.
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Long-Term Product Sales and Material
Planning Forecasting

Abstract

The firm has a method of forecasting the sales demand of televisions, but
their method has inaccaptable accuracy in the long term (3-12 months).
Seasonal and project-based differences are causing errors in the calculations
and result in inaccurate predictions, unsold stocks, and bottlenecks in pro-
duction in the factory. This project aims to evaluate the current system
and propose a more accurate long term sales and material planning fore-
casting method. Literature review has been conducted. Project outcomes
and deliverables are presented.

Keywords: Forecast, television, seasonality, trend.

18.1 Company Information

Argelik Cerkezkdy Electronics Plant established in 2018 aiming to invest into
innovative and user-oriented products towards TV technology by producing
future televisions. It is designed and operated with digital and robotic tech-
nologies. The plant was built with a total investment of 500 million TRY,
and 65% of its production is exported to 48 countries. Manufacturing takes
place on a single integrated line, equipped with 107 robots that support hu-
man resources with digital technologies and, employs 700 people from the
region. The plant is responding to expectations with a focus on innovation,
quality and speed with a production capacity of daily 12 thousand, annually
3.2 million televisions.

18.2 Current System Analysis

Arcelik Electronics Plant in Cerkezkoy manufactures televisions for 4 sub-
brands of Arcelik, cash registers, and circuit cards of white goods. Proposed
project will be focused on televisions only, as the television category is a
dynamic and fast evolving one among other categories that needs demand
forecasts as accurate as possible. Because of the long lead times in raw
materials, the production plans have to be updated very frequently which
is not a favorable production strategy. Current sales forecasting strategy
is taking this year’s and previous year’s last 4 month’s weighted average.
Production decisions are based on a tracking system called Total Visibility
Report (TVR). Each week, the demand amount calculated by the Sales De-
partment is taken from SAP ERP (enterprise resource planning), and TVR,
is generated. TVR contains essential data on demand, total production
requirement, and confirmed production. TVR projects at most 8 weeks of
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production plans, the remaining period is left uncertain. Minor changes
are handled in the weekly TVR updates. Due to TVR having low visibil-
ity, Arcelik aims to determine the demand for the rest of the year without
backlogging or ending up with extra in hand inventory so that they can give
order on the right amount to international suppliers.

18.3 Problem Definition

Arcelik’s request is to find a forecasting algorithm regarding four impor-
tant variables: country of exportation, screen dimensions, brand of TV and
chassis of TV. These variables are important in terms of finding the most
suitable forecasting methods for each segmentation. With this project, they
can eliminate the "maximum 3 months of reliable forecast” limitation and
prolong that period, resulting in better demand meeting and material re-
quirement planning. The current method is not responsive to changes in
demand as it simply takes the average of the same 4 months of the cur-
rent and previous year. The formulation resembles the Moving Averages
(MA) method known to be used with constant demand, which has a slight
trend or seasonality. MA often overlooks complex relationships in the data
and does not respond to fluctuations such as cycles and seasonal impacts.
This calculation would only be sustainable only if each year followed a very
similar pattern. A more sophisticated formulation for different television
models is needed.

The current method is to take the average of the salesforce composites
submitted the same 4 months of current and previous year Let D; denote
demand at time t for every s < t. Let Dy, be the forecast of D, at time

s using all information known up to and including time s. ZA)Hh‘t is called
h-step ahead forecast of demand at time t. Then
Dy+ Dy v+ Dy o+ Dy 3+ Dy 19+ D191+ Dy 1990+ Dy12-3

ﬁtJrl\t = 3

18.4 Proposed Solution

To determine the best forecasting method most appropriate while handling
the data, we tested four different methods with the same data set. The
selection was made among the most commonly used time series forecasting
methods that would also be complementary to each other: ARIMA, expo-
nential smoothing, double exponential smoothing, Holt-Winters. Each of
these methods focuses on a different characteristic of a time series. The
flow chart of the conceptual model is shown in Figure 18.1.

e Exponential Smoothing: Deals with analysis of stationary time
series where there is no trend or seasonality (Nahmias, 2005)
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Figure 18.1: Data cleansing, classification, and forecasting steps
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e Double Exponential Smoothing: Trend based method designed
to track time series (Hyndman and Athanasopoulos, 2021)

e Holt-Winters’ Method: Designed for seasonal series with or with-
out trend (PennState, 2021)

e ARIMA: Aims to describe drift with differencing and autocorrela-
tions by taking trend and seasonality into account (Paliari et al., 2021)

Since the methods are all different, trials allow us to understand the data
set and its characteristics better. The percentage error figures were calcu-
lated by dividing the prediction method’s sales value with the actual sales
value, then comparing the error. These calculations were done by the im-
plementations of models in R. Evaluating the output in each model with a
focus on largest segments of data, the one that gives the smallest error will
be chosen as the solution model and used for forecasting the entire data.

18.5 Validation

Cross-validation overcomes overfitting problems by simulating the dataset
dividing it into two parts: training data and test data. The test set consists
of a single set of observations while the training set consists of all the prior
observations that were used to forecast, in other words the test set. The
data supplied to us were the monthly production numbers of each television
model in the past 30 months. We obtained newer data during the progress
of the project and developed our models’ accuracy with more data.

Both the current method of Arcgelik and the methods we implemented
were tested under Mean Square Error (MSE) and Mean Absolute Percent-
age Error (MAPE)values: MSE is the average squared distance between
the observed and predicted demand. Because of randomness or because
the estimator does not account for information that could generate a more
accurate estimate, MSE is almost always strictly positive. The impact of
larger errors is amplified by squaring. Larger errors are penalized dispro-
portionately more than smaller faults in these calculations. To observe less
errors in a model, this attribute is critical (Hyndman and Athanasopoulos,
2021):

1 n
MSE ==Y (D; - F)?
" ;( )
where n is the number of observations, D; denotes demand at observation i
and F; is the forecasted value at observation i.
MAPE is calculated using the absolute error in each period divided by
the observed values that are evident for that period. Then, averaging those
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fixed percentages, MAPE result is reached. This approach is useful when the
size or size of a prediction variable is significant in evaluating the accuracy
of a prediction (Khair et al., 2017):

100 <~ |Di = F|
MAPE = — —_—
n ZZI D,

7

where n is the number of observations, D; denotes demand at observation i
and F; is the forecasted value at observation i.

One of the ways we validated our code and models was through com-
paring error rates of the existing method and our methods. We know the
method of forecasting that Arcelik is currently using, SARIMA, and have
calculated their error percentages with regards to 24 months of training
data and 6 months of testing forecast outputs. We then applied our code
to the data set and calculated our own error rates. For a majority of the
cases, we observed lower MSEscores for the output of our code. Apart from
this basic method, below are two other perspectives to validation that we
explored for our models.

e Face Validity: In the dataset we have some designated TV models
that were produced not for the market but designated buyers such as
corporate customers. This means that a company ordered a loaded
batch of that product for one time. The model predicts those products
as if the next year’s demand will be 0 too but it might not be since
these are rare and extreme occurrences. This situation does not spoil
the overall performance of the system because we analyze each product
independent from each other.

e Operational Validity: Pilot studies with Arcelik officials to run the
code and analyze the output of it were conducted. The performance
indicators for the pilot study were the MSE score as before as it is the
error measurement method we applied throughout our studies.

18.6 Integration and Implementation

Initially, after exploring the different forecasting models, we decided that
the television models features of trend and seasonality vary. Thus, we were
not able to standardize it to a single forecast model. We utilized all the
forecasting models in Rusing different functions for exponential smoothing,
double exponential smoothing, ARIMA and holt-winters’ methods such as
auto.arima. The code reads the data of television models from the Excel
files submitted to us by Arcelik and runs different forecasting models ex-
plained above. Our obtained data were for 30 months. The first 24 months
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of data were labeled as training data, while the next 6 months were labeled
as test data. Training data were used to forecast the next 6 months and
the forecasted values are compared with test data. MSE of each forecast
method is found and compared with each other. The model with minimum
MSE wvalue is chosen to be the forecast model of that specific television
model. The models automatically calculate the best values for paramaters,
a, B, v and choose the value which minimizes the MSE score the most.
Thereby, the model does not run on any constant parameter value but on
the training set dynamically updates itself for each TV model’s demand.
We managed to build a flexible method to investigate the best forecasting
model whichever the characteristics of the data were. We preferred to work
with MSE as the deviation from the real value is reflected more significantly
in this method. Large deviations’ effect on the MSE score will be higher
so we would avoid any result which has a high MSE score and be sure that
the real data and predicted one is actually close. The basic flow of the
code process is shown in Figure 18.2. The code inputs an Excel file that we
aggregated with the data handed since 2019. Excel file and its aggregation
principle is shared with Arcelik. In the future, the requested output can be
obtained with any Excel file that inputs the correct form of data.

18.7 Benefits to the Company

Expectations of the company stated in the kick-off meeting are as follows:
e Develop a forecasting method for 3-12 months ahead

e Improve the accuracy of materials planning for project change periods
as a result of more accurate forecasting

In the current system, the production and shift planning teams are dealing
with too much uncertainty while doing their jobs because the data that is
provided to them concerning the future sales by the Sales and Marketing
team is often unreliable. This is why the production and shift planning team
often encounter shortages and overstocks. This is an added expense to the
company and a huge burden. By implementing our proposed algorithm and
solution, the company will be able to lower this expense since the results will
yield a lower frequency of overstocks and shortages. This will also help the
company to plan more efficiently especially in their plans of over 3 months.
They will be able to forecast the future sales more efficiently especially in
the longer run and therefore plan the production beforehand saving time
and money. The decision support system that we build scans all forecasting
methods mentioned above and chooses the best according to the MAPE
values of tests. Table 18.1 shows the difference of the current system and the
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Figure 18.2: Flow chart of conceptual model
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newly build system for the top selling 10 television models. Out of 10 models
in 7 models, our forecasts are more close to actual demand in the test data.
The current forecasting methods used by the company are open to human
errors. By creating an algorithm which we started doing based on statistical
models and previous data, we aim to minimize the human errors in the
forecasting process. We believe that by using statistics and data analysis, we
improved the current method of forecasting with testing different methods
for different television models. Current method was only using SARIMA
for every television model disregarding the exclusive characteristics of more
than 300 models.

MSE

AF-43-GRUNDIG [AF-32-GRUNDIG |AF-50-GRUNDIG |AF-55-GRUNDIG |AF-49-GRUNDIG |AF-65-GRUNDIG | NX-55-ARCELIK |NX-49-ARCELIK |YK-32-ARCELIK |NX-55-BEKO
76%)| 13% 10% 43%| 45%) 149% 230% 13% 23061% 489%
26%)| 36% 57%. 29%| 120%)| 174% 351% 75% 23061% 700%
238% 38% 162% 58%| 206% 332% 125% 94% 23061% 381%
73%) 17% 9% 26%| 288% 483% 28% 42% 23061% 1%
54%) 32% 10% 3%, 734% 807% 1966% 75% 23061% 5440%|
18% 30% 472% 0% 56%)| 928% 3421% 56% 23061% 13499%
5%) 3% 169% 16% 67%) 84% 409% 62% 23061% 537%
40% 46% 89%. 15% 78%) 163% 2647% 67% 23061% 378%
57%) 55% 213% 30%) 29%) 262% 19129% 71% 23061% 1000%
490586% 430637% 1254530% 368932% 104191%| 233861% 9899% 75% 23061% 1157%
490586% 430637% 100% 368932% 104191%| 233811% 249881% 78% 23061% 149485%|
Averages
ARELT Error 89251% 78322% 114165% 67099% 19091%| 42823% 26190% 64%) 23061% 15733%
Argelik Error 92428% 83844% 37621% 38966% 180198% 205857% 17956%
YES YES NO NO YES NO YES YES YES YES

Table 18.1: Comparison for our methodology and current Arcelik method
for the most selling ten television models
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Ozet

Tiirk Patent ve Marka Kurumu (TURKPATENT) Marka Dairesi, i yiikii bi-
rikimi problemi ile karsi karsiya kalmaktadir. Bu problemin sonucu ola-
rak basvurulara cevap verme siiresi uzamakta ve vaat edilen cevap verme
siiresine uyulmamaktadir. Marka bagvurulari, sekil inceleme ve bagvuru
degerlendirme agamalarindan olugmaktadir ve darbogaz olarak bagvuru
degerlendirme siireci belirlenmigtir. TURKPATENT, gelen her bagvuru
degerlendirme isini, lizerindeki is sayisi en az olan calisana atamaktatir.
Onerilen c¢oziim sekli her ig i¢in bagvuru degerlendirme siiresini makine
ogrenmesi ile tahmin edip tamsay1 programlamas: ile gecikmis ig sayisini
en aza inderecek bir sistemdir. Simiilasyon yolu ile elde ettigimiz sonuglara
gore tavsiye edilen sistem, mevcut sisteme gore geciken is sayis1 %50 daha
az olup calisanlar arasindaki is ylikii dengesizligini %5’in altinda tutmustur.

Anahtar Sozciikler: Makine 6grenmesi, tahminleme modeli, is atama
problemi, tamsay1 programlamasi.
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Data-driven Business Planning for Efficient
Trademark Application Evaluation

Abstract

Turkish Patent and Trademark Office (TURKPATENT) Trademark Bureau
is suffering from workload accumulation problem. As a result, the response
time for trademark applications are increased and the promised deadline
to the customers is not met. The trademark applications are done in two
steps: format evaluation and application evaluation, which is the bottleneck
of the process. The proposed solution is to predict the completion times
of application evaluations with machine learning and to assign jobs with
integer programming in order decrease the number of tardy jobs. According
to the simulation results, the proposed system has 50% less tardy jobs while
keeping the work count balance between employees under 5%.

Keywords: Machine learning, prediction model, job assignment problem,
integer programming.

19.1 Company and System Descriptions
19.1.1 Company Description

Turkish Patent and Trademark Office (TURKPATENT), formerly known
as Turkish Patent Institute, was established under the Ministry of Industry
and Technology as a non-profit government agency in 1994. The office per-
forms the registration of patents, utility models, brands, geographical signs,
traditional product names and designs in accordance with the provisions of
the relevant legislation and the protection of these rights. Their vision is
to be an agency that contributes to the advancement of intellectual prop-
erty (IP) and the capacity of innovation, and influences the national and
international policies governing IP.

19.1.2 System Description

In TURKPATENT, trademark applications enter a two-step process: the
format evaluation and the application evaluation. The application’s appro-
priateness is evaluated in the first process, while a similarity search is done
for the appropriate applications in the second process. In the format evalu-
ation process, the variability of job completion times by different employees
is lower than in the application evaluation process. There are 58 employees
currently active in the office. Completed trademark applications increased
70004 from 2019 to 2020, and the average completion time for the trade-
mark applications decreased from ~34 days to ~27 days (see Figure 19.1).
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Figure 19.1: Boxplot of Completion Times by Employees

The current job assignment systematic reckons the instant job balance be-
tween active employees by assigning each arriving job to the employee with
the least job count.

19.2 Problem Definition

As the number of applications increased while the employee count remained
the same over the years, a work accumulation problem occurred in TURK-
PATENT. As mentioned, the trademark application process takes longer
than the format evaluation process, hence, the bottleneck for the whole sys-
tem is this process. There are two significant problems with the current job
assignment systematic: the variability between employees is ignored, and
the job balance is satisfied instantly rather than gradually.

19.3 Solution Approach

The proposed system predicts the variability and offers a trade-off between
the number of tardy jobs and the job count balance between the employees.

19.3.1 Conceptual Model

The preprocessing is done according to job arrival data for 2019, 2020 and
2021. Hence, we obtained a prediction function for job completion times in
days. When a job arrives, firstly, predictions are made. Then it is added
to the batch of the day. The assignment is systematically based on mixed-
integer programming is triggered based on a schedule. The systematic allo-
cates jobs in the batch over the horizon of five days while regarding the job
count balance and minimizing the number of tardy jobs. Jobs allocated on
the first day are assigned to the corresponding employees. This process is
repeated daily. The conceptual model can be seen in Figure 19.2.
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Figure 19.2: Conceptual Model Flow Chart

19.3.2 Mathematical Models

In the proposed solution strategy, there are two mathematical models: a
prediction model and a job assignment model.

Prediction Model:

For preprocessing, we constructed the feature matrix, which contains the
predictor variables. In the feature matrix, we have " Common Words” (most
frequent words in trademarks), NICE Codes (universal convention for sec-
toral classification of trademarks), employee IDs, day of the week, year
and holiday as binary variables, and job count of employees and average
job completion time as integer variables. There are 245 total variables in
the feature matrix. Subsequently, we tried five machine learning methods
to form our prediction model, which are; Linear Regression (Regularized)
(Ram, 2021), Artificial Neural Network (ANN) Model (Khalid et al., 2017),
Classification Tree, AdaBoost Regression Tree and Random Forest Regres-
sion (Anurag, 2018). Additionally, we have an ensemble method combining
ANN, Random Forest Regression and AdaBoost Regression Tree.

Job Assignment Model:

The main objective of the model is to minimize the number of tardy jobs.
Note that tardiness is computed based on the predicted job completion
times. The model ensures that

e cach job in the batch is assigned to exactly one employee,
e an employee can have more than one job,

e at least 20% and at most 30% of the jobs are assigned on the first day,
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e the ratio between the maximum and the minimum number of jobs on
employees should be less than or equal to the balance coefficient.

The balance coefficient starts at 1.05. To guarantee feasibility due to bal-
ancing condition, model updates balance coefficient in increments of 0.05.

The job assignment model allocates the jobs for the next five days.
Rather than balancing the job counts on employees in the first day, we allow
for gradual improvement on the balance. You can see the sets, parameters,
decision variables and the model in Table 19.1.

Software

Prediction: For the prediction part, five different models were build that
gave completion times in unit 'day’. We formed linear regression model,
random forest, classification tree, AdaBoost regression tree and Artificial
Neural Network model for the total 2019 and 2020 data sets. The Reg-
ularized Linear Regression model was made by using scikit-learn Linear
Regression module. ANN model was formed via tensorflow Keras module.
The ANN model was formed with 3 hidden layers and 1000, 400, 100 nodes
in each. ReLu activation function was used in hidden layers. AdaBoost
Regression Tree again uses “sklearn.tree” library and “DecisionTreeRegres-
sor” functionality. Adaptive Boosting algorithm uses “sklearn.ensemble”
library and “AdaBoostRegressor” functionality. The Random Forest model
was generated through the sklearn.ensemble library’s ”RandomForestRe-
gressor” functionality.

Job Assignment: For the job assignment, we initially used Gurobi Opti-
mizer on Python. Due to licencing issues, we coded our model using Google
OR-Tools and Pywraplp on Python. Then, the job assignment and the
prediction model are combined on Python to create the solution pipeline.

19.4 Verification and Validation
19.4.1 Verification

The prediction model was verified using three methods: Continuity testing,
theoretic justification, and feature selection. Firstly, we increased/decreased
continuous features to observe how our prediction functions behave against
changes in continuous parameters. Secondly, we plotted histogram of pre-
diction errors and concluded that they were normally distributed. Lastly,
using Wrappers methods, we performed feature selection to acquire a re-
fined model that performs the best w.r.t. accuracy with the least number of
features; see Figure 19.3. Pruning unnecessary features helps reduce noise.
We experimented with small and large values for each parameter within
reasonable ranges to verify our assignment model. How the model performs
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Table 19.1: Mathematical Job Assignment Model

Sets and Parameters

I: Active employee count T = 5: Planning horizon in days
J: Job count in the batch BC': Balance coefficient

CI;: Initial job count of employee i, Vi € [

R;: Remaining time of job j at day 0, Vj e J

P;;: Predicted completion days of job j by employeei, Vi € I,Vj € J

Decision Variables

C!: Job count on employee i at day t, i€ 1, t €T

Cinaz: Maximum job count on employees

Chpin: Minimum job count on employees

mﬁj = 1, if job j is assigned to employee i at day t; 0, otherwise,
1el,jed teT

CT;: Predicted completion days of job j starting at time 0, j € J
A;: Tardiness of jobj, jeJ

zj = 1, if job j is tardy; O, otherwise, j € J

Model

min ) ;2

St Y ier 2over Tij = 1, VjEJ
J*02<Zz€IZJGJ 2]
J*x03>3% . gEJ:BU

CTy = 3 cr(Pyaly + (P + Vel + (P +2)a3)+
(P +3)ah) + (P +4)2h), VieJ

A; > CT; — R, VjEJ

A; < (CT; — Ry + (M(1—z)), VYjelJ

A <Mz, VjelJ

CO CLi+ e 7 Yiel

Ct=C" 1+Z]€J$”, Vie I,Vt € T\ {0}

Craz > Cl, Crin < C Crige < BC * Chpin, Vi€l

Crnaz > 0, Cmmzo, C’sz, CT; >0, A; >0,

vi; €{0,1}, z; € {0,1}, Viel, VjeJ VteT

in extreme points and often encountered points are examined. For the fea-
sibility of the problem, balance coefficients are iteratively decreased until
there is no improvement left in the scope of the assignment problem.
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Figure 19.3: Job Count Feature (left), Avg PT Feature Verifications (mid-
dle), and prediction error histogram

19.4.2 Validation

Prediction Validation

R-square, Mean Absolute Error (MAE), Mean Absolute Relative Error
(MARE) and Root Mean Square Error (RMSE) values for our refined pre-
diction model containing the aforementioned feature can be seen in Tables
19.2 and 19.3. The metrics are reported on training (70%), validation (15%),
and test (15%) sets each. From the individual models, the random forest
model reported the best test set accuracy however the overfitting problem
can also be seen. The ANN model was the best in terms of robustness. To
be able to benefit from the best of all models we utilized ensemble learning.
The ensemble model we build with ANN, AdaBoost Regression Tree and
Random Forest reported a 89% test accuracy.

0,52276 14,87232 4,20094 21,87834

Linear 0,51480 1484741 4,02400 21,97564
Regression

053433 14,84869 4,04313 21,79642

0,83520 765884 167111 12,85666

0,80107 810338 1,80037 14,07110

0,80738 8,19962 179635 14,01848

Classification 0,99970 0,61119 0,26926 0,54568
Tree 0,79159 547499 0,94664 1457447
AdaBoost 0,98952 1,63599 0,54834 324231
RegressionTree 0,89505 4,65581 0.98744 10,34764
Random Forest 0,98661 1,62341 0,34898 3,66483
Regressor 0,90271 4.34744 0,96720 9.96277
ANN, AdaBoost 096711 3,49611 0,84051 574365

& Random
Forest 0,89177 543711 1,22492 10,50798

Table 19.2: Performance metrics of prediction models
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2019 2020

R-Square MAE RMSE R-Square
0,49295 20,28401 7.77739 2970015 052276 14,87232 4,20094 2187834
Relg-;i:::;:an 0.48951 20,24016 759580 29,62513 051480 14.84741 402400 21,97564
0,45075 2047892 7.98088 30,03042 053433 14,84869 4,04313 2179642
064372 14,88356 4,67081 2489583 083520 7.65884 167111 12,85666
ANN 0.61423 1533998 471686 2575299 0,80107 819338 180037 14,0710
061639 1535019 475207 2575377 080738 8.19962 179635 14,01848
[] Training Set [] Validation Set [] Test Set

Table 19.3: Comparison of 2019 and 2020 performances

Job Assignment Validation

In order to validate the assignment model, we utilized historical data.
Boundries of two approaches are the same since they have the same con-
straint. Since our model assigns jobs for the next five days and only ac-
tually assigns the first day, we also validated TURKPATENT’s algorithm
(assigning jobs one by one to each employee in an order) this way. TURK-
PATENT’s current algorithm had been run in both daily and by assigning
five days in order to compare to our model.

19.5 Integration and Implementation

We have collaborated intensely with TURKPATENT Information Technolo-
gies (IT) department and Trademark bureaus and we decided on the integra-
tion process of the project with the current operations of TURKPATENT
through a mock-up of the planned interface. We cooperated with the We
cooperated with the IT department on pulling the daily data of the newly
received trademark applications from their database. See Figure 19.4 for
the detailed implementation process.

The integration with the database is used in the following manner: At
6 P.M., we pull data using the API and run the prediction model using
incoming new job data (averages at 6000 new instances everyday). Following
the predictions and using the output as model parameters, at approximately
4 A.M. the assignment model run and the results are displayed in our GUI
at approximately 7 A.M.. See Figures 19.5-19.7 for GUI pages.

19.6 Benchmarking and Benefits
19.6.1 Pilot Study by Simulation

The main objective of the simulation is to create a system that can provide
a comparison of the model we developed and the model that is currently
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Figure 19.4: Implementation pipeline flow chart

running. We created a simulation algorithm in Python to benchmark the
proposed and the existing system. Our simulation can test corner cases for
the system and mimic the current system. While simulating the plan, our
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Figure 19.5: The dashboard page for the model, showing some key perfor-
mance indicators for the company
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TURK
[PATENT] ATAMALAR

ST T——

Qo 2

Basvuru No Calisan No Tahmini Bitirme Suresi

2018/110335 1 0,21966851

2018/109461 1 0,5491377

2018/111288 1 0,35510056

2018/108995 1 0,51303797

2018/1M788 1 0,5943544

2018/111415 1 0,33616984
2018/110336 2 0,21066851 3

Figure 19.6: This page is for checking and changing the model assignments
and the page to view the assignments.

fundamental measure is the tardiness and the number of tardy jobs. We
aimed to construct a confidence interval for two models to analyze the sys-
tem comprehensively. In the simulation model, we simulated the job arrivals
starting from January 1, 2020. The arrival jobs were assigned to random
features for "NICE Codes” and ”Common Words.” To create appropriate

— TURK H Lo (3]
— ALISANIS YUKU
— [PATENT] C
o s
ﬁ Calisan No Basvuru No Atanma Tarihi Tahmini Bitirme Suresi
N 1 2018/110335 Oct 10, 2019 7:38 pm Oct 10, 2019 7:38 pm
E TOPLAM i§ SAYISI
1 2018/109461 Jan 2, 2019 1:47 pm Jan 2, 2019 1:47 pm
B 1 2018/111288 Jan 2,20192:43 pm Jan 2, 2019 2:43 pm
TOPLAM ig YUKU SURESI
1 2018/108995 Jan 2, 2019 3:00 pm Jan 2, 2018 3:00 pm
1 2018/111788 Jan 2, 2019 1:46 pm Jan 2, 2019 1:46 pm
1 2018/111415 Jan 3,20193:12 pm Jan 3, 2019 3:12 pm
2 2018/110336 Jan 2, 20192:56 pm Jan 2, 2018 2:56 pm

Figure 19.7: The page for checking individual workers’” workload and number
of defined jobs. Filtering tools are available for ease of users.
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Figure 19.8: Simulation Model Flow Chart

simulation data, we fitted distributions of the random features from the
historical data for 2020. Date and employee features are updated daily. On
day 0, the employees have a different number of jobs. Note that there are
two sets of initially identical employees for each system. The states of the
identical employees differ in the run spans according to assignments.

The simulation starts with the daily job arrivals. For each system, iden-
tical jobs arrive. Jobs are added to the batch for the proposed system.
Then, the job’s predicted completion times are calculated for employees.
Having obtained the employee features, the predictions are made. All of
the jobs in the current system are assigned. The jobs allocated on the first
day are assigned and removed from the batch for the proposed system. The
completed jobs are disposed of from the system. The simulation runs were
done in daily iterations while keeping track of arriving jobs, job completions,
and resulting employee states. See Figure 19.8 for the flow chart of the sim-
ulation. We have tried different R-squared scores since we cannot know the
actual score of the prediction in 2022. We have been attempting R-squared
scores as low as 0.650 and as high as 0.903 to understand the impact of our
system in possible scenarios. Similarly, we have tried different initial and
daily job counts to understand our solution’s resiliency in different possible
scenarios. We cannot know the actual tardy percentages for the current
system since it is highly dependent on the trademark ecosystem.
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- Final Balance
#of #of Total # of Prediction Coefficient for # of Ta_rd_y Jobs # of Tardy Jobs # of Tardy Jobs
Accuracy {Existing (Proposed (Proposed w/o
Days Emp. Jobs the Proposed .
(R-squared) System) System) prediction)
System
5 240

7 0.836 <1.05 58 (24.16%) 33 (13.75%) 35 (14.58%)

10 10 453 0.725 <1.05 109 (24.06%) 25 (5.52%) 84 (18.54%)
10 10 594 0.793 <1.05 73 (12.29%) 16 (2.69%) 26 (4.38%)
10 10 644 0.903 <1.05 38 (5.90%) 6 (0.93%) 39 (6.06%)
10 10 756 0.922 <1.05 308 (40.79%) 82 (10.86%) 158 (20.93%)
10 10 758 0.837 <1.05 204 (26.91%) 41 (5.54%) 101 (13.32%)
10 10 763 0.881 <1.05 145 (19.00%) 42 (5.50%) 77 (10.09%)
10 10 784 0.65 <1.05 91 (11.61%) 6 (0.77%) 42 (5.36%)
10 10 780 0.84 <1.05 142 (18.21%) 34 (4.36%) 74 (9.49%)
30 10 5271 0.757 <1.05 2611 (49.54%) 1723 (32.69%) 2565 (48.66%)

Table 19.4: Simulation Runs for Benchmarking the Systems

19.6.2 Simulation Results

The proposed system is the best in terms of the number of tardy jobs despite
the increase in the tardiness percentage, i.e., a high number of initial jobs.
The proposed system is still the best regarding the number of tardy jobs
with low R-squared scores. The proposed system yields the lowest (best)
number of tardy jobs in every run. The current system yields the highest
(worst) number of tardy jobs in every run; see Table 19.4.

19.6.3 Benefits to the Office

We expect a 50% decrease in the number of tardy jobs in trademark ap-
plications. This increase will result in better customer service and faster
response times for the office. In order have the same impact with a strate-
gic decision, the company should employ 3 new employees to the bureau,
which is a TRY ~500.000 investment annually. The solution is scalable to
other processes in the office, especially in the patent bureau. Additionally,
the office is expected to have a better employee utilization while keeping
the workload discrepancy under 5%.

19.7 Conclusion

For the proposed solution, various machine learning algorithms and opera-
tions research are utilized to decrease tardy jobs in TURKPATENT. The
solution is expected to reduce the number of tardy jobs by 50% while keep-
ing the job count discrepancy between employees under 5%. This solution
could improve customer service and decrease the response time for trade-
mark applications. Utilizing machine learning and operations research, the
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proposed solution is expected to ease the backlog problem that TURK-
PATENT Trademark Bureau. This solution method is applicable for other
service sectors, such as medicine, which could have a societal impact.
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Yardimci Sanayilerde Kalip Atama
Optimizasyonu ve Karar Destek 20

Sistemi
Arcelik Buzdolabi i§letmesi

Proje Ekibi
Ezgi Al, Begiim Cevik, Alp Goglisgeren, Zeynep Goze Giirkan,
Atakan Mumcuoglu, Selen Saygun, Sedef Sizmaz

Sirket Danigmani Akademik Danigsman
Fatma Pasa Prof. Dr. Oya Ekin Karagan
Kidemli Uzman Endiistri Miithendisligi Boliimi

Endiistri Mithendisi

Ozet

Sirkette otomatik kalip atama sistemi bulunmamasi, karar alma iglemlerini
olumsuz etkilemektedir. Raporda, Arcelik’in mevcut sistemi analiz edilmis,
yeni karar destek sistemi tasarlanmigtir. Cok amaglhh matematiksel model
yazilarak atanmayan kaliplarin sayisinin, fazla mesai kullaniminin ve kade-
meli yardimci sanayi hareketinin en aza indirilmesi ve oncelikli yardimei sa-
nayilere yapilan atamalarin en ¢oklanmasi amaglanmigtir. Sirket verileriyle
matematiksel modelin dogrulugu ve gegerliligi test edilmis ve hazirlanan mo-
delin ideal sonucu verdigi gozlemlenmistir. Matematiksel modelde degisiklik
yapilmasini saglayan bir kullanici araytizii geligtirilmis, sirkete kalip atama
siireclerinde kullanilmak tizere bir karar-destek sistemi sunulmustur.

Anahtar Sozciikler: Kalip Atama Optimizasyonu, Karar Destek Sistemi,
Cok Amach Model.
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Mold Assignment Optimization and Decision
Support System in Suppliers

Abstract

In the Argelik Refrigerator Factory, the lack of an automated mold as-
signment system affects the decision-making operations. This report sum-
marizes our findings regarding the analysis of the current structure and
proposes a methodology for an improved system. A mathematical model is
developed for effective mold assignment, verified and validated using sample
data. The report presents a decision support system consisting of Python,
Excel and VBA that provides an automated decision-making process ac-
cording to the company’s requests.

Keywords: Mold Assignment Optimization, Decision Support System,
Multiobjective Model.

20.1 Company Information

Arcelik A.S. was founded in 1955. Initially, the product segment was only
dishwashers. In the past years, the main actions taken by the company au-
thorities were focused on enlarging its main market share nationwide. Thus,
the product segment was expanded to vacuum cleaners, refrigerators, cook-
ing appliances, drying machines, and dishwashers. Currently, the company
has a market share of 63% nationwide and 7% worldwide, and 42% of the
manufactured goods are sold in Turkey while the rest are exported.

20.2 System and Problem Descriptions

20.2.1 System Analysis

About 60-65% of refrigerator parts are made out of plastic and produced
by plastic mold injection through supplier firms and delivered to Eskisehir
plant. When a plastic part enters the production system, industrial engi-
neers assign its injection mold to a supplier. As the preparation processes of
the molds are time consuming, changes in supplier assignments are not pre-
ferred to prevent delays in the production schedules of refrigerators. Unless
there occurs an extraordinary circumstance, initial assignments are retained.

Each plastic part is classified by several parameters: mold ID number,
plastic part name, number of molds used in production, required press ton-
nage for production, mold cavity number, cycle time, monthly production
amount, additional requirements, and grouping number. While assigning
molds, each firm’s remaining available capacities of press tonnage machines
are viewed. It should be noted that the capacity requirement of a mold
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Figure 20.1: Problem definition visualization

can be satisfied by the required tonnage and one level higher tonnage ma-
chine. The required machine hour capacity to meet the demanded produc-
tion amount is calculated. The positive values indicate the availability of
the press machines, while negative values indicate lacking machine capacity.

Some molds have additional requirements and they must be assigned to
the firms that fulfill these requirements. While assigning the molds to the
suppliers and their press machines, overtime can occur in some situations.
Grouped parts, namely a combination of multiple parts sharing the same
grouping number, should be produced by a single firm. When grouped parts
are separated, a cost is incurred called the gradual supplier movement cost.
In order to minimize this cost, it is important to make an assignment with
the minimum possible separation of grouped parts. Prioritization of the
firms is a linear scale that rates all companies out of 100 in terms of their
technical and industrial qualifications. It is prefered to assign the molds to
the firms with higher prioritization levels.

20.2.2 Problem Definition

Press tonnage requirements of molds, additional process requirements such
as painting, hot stamping etc., maximum possible monthly demand of each
mold, mold requirements, which are cycle time and number of mold cavities
and available capacity of firms from each tonnage in machine hour unit,
are the inputs of the system. It is aimed to obtain firm-mold assignments
maximizing the total priority, minimizing instances in which not all molds
are assigned, minimizing number of separate grouped parts and minimizing
total overtime production. All of the processes are subject to capacity and
capability restrictions. The processes are visualized in Figure 20.1.

All plastic part-supplier assignments in the Argelik Eskigehir plant are
managed manually. The manual assignment method followed through Excel
is not efficient as it is not possible to directly choose the optimal assign-
ment relying only on the experiences of the engineers. As the company
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does not have a decision tool that provides an optimal capacity planning,
the assignment processes require long manual calculations. Although engi-
neers spend an excessive amount of time on making the assignments, they
still cannot decide on optimal pairings. The precision of calculations also
decreases when manual methods are used. The company requires the use
of another decision tool that considers all related constraints and provides
improved alternative solutions by maintaining necessary requirements.

20.3 Proposed Solution Approach
20.3.1 Model Development

Extensions of the Classical Assignment Problemwere investigated while
preparing the model for the mold assignment problem of Argelik. Ross and
Soland (1975) proposed Generalized Assignment Problem (GAP), where
there are capacity restrictions on the agents, in this case supplier firms,
that perform the tasks required for a mold. Similar to the Classical Assign-
ment Problem, the constraints of GAP ensure that a mold is assigned to a
single firm. However, the capabilities of the suppliers cannot be represented
with the depth of GAP. Thus, to propose a better representative model,
Multiple Resource Generalized Assignment Problem (MRGAP) was con-
sidered. Introduced by Gavish and Pirkul (1991), a constraint of supplier
firms having multiple operations such as ho stamping, painting, standard-
/complex grouping is included. For GAP and MRGAP, we gained a per-
spective on how to develop the model regarding Arcelik’s Mold Assignment
Problem since the concept of assignment for the problem has similarities.
On the other hand, these problems take objective as minimizing the costs.
Our model includes cost minimization but it is not the primary objective.
The primary objective being maximizing the priorities of the firms, a Goal-
Programming Model by Ozcelik and Sarac (2017) was analyzed. A multiob-
jective model is constructed consisting of minimizing number of unassigned
molds, the number of separated grouped parts, and overtime usage for the
tonnage machines while maximizing total priority. To manage multiobjec-
tive optimization problem, the “Epsilon-Constraint Method” was applied.
The Epsilon constraints were obtained by solving the minimization models
separately. Then the results of these models were reflected as constraints in
the model that the total priority is maximized. With the obtained results,
the constraints were added to reflect these limitations subject to the pa-
rameters from sample data. The model parameters and decision variables
are presented in Table 20.1.

Sets
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I : Set of molds,i € I ={1..49} | J: Set of firms, j € J = {1..14}

K : Set of tonnages,k € K = | G : Set of groups, g € G =

{1..24} {1..6}

|

Parameters

b {1, if firm j satisfies the all of the additional requirements for mold 4
ij =

0, otherwise

p; = tonnage requirement of mold ¢ mapped to its corresponding index

d; = maximum monthly demand for mold ¢

t; = cycle time for mold 4

n; = number of mold cavity for mold ¢

Mhr; = demand for mold ¢ in terms of machine hours

w; = priority of firm j

Capjj, = capacity of machine tonnage k in firm j

Oji, = overtime capacity of machine with tonnage k in firm j in machine hours

1, if mold 7 belongs to group g
Qg = .
0, otherwise

b 1, if mold 7 is the maximum tonnage mold in group g
9 0, otherwise

u = overtime cost v = group separating cost per
part

c = | setup=setup cost for machines

cost of not producing a mold

|

Decision Variables

{1, if mold 7 is assigned to firm j
Yij =

0, otherwise

{1, if mold i is assigned to firm j to tonnage k
Tijk =

0, otherwise

1, if the maximum tonnage mold of group g is assigned to firm j
Zas =
9 0, otherwise

0j = total amount of overtime of firm j in tonnage k in machine hours

mg; = the number of molds in group g assigned to firm j

Tk = capacity used in machine hours by mold 4 in firm j from tonnage k

fg = the number of molds in group g assigned to primary firm

{1, if mold i cannot be assigned to any firm
qi =

0, otherwise

Table 20.1: Sets, parameters and decision variables of the model
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Model:

max

s.t.

ZZ@/J X W

i€l jed

vij <bj; Viel,jelJ
Zyij+Qi:1 Viel

jeJ

Z%‘ <0

i€l

ZTijk < Capji, +oj VjeJkeK
i€l

pi+1

ZTia’kthanij Viel,jelJ

k=p;

pi+1 pi+1
ZZTW < chapjk+0jk Viel
J€J k=pi j€J k=p;

0, <O0j, VjeJkeK

keK
nijMXCEijk Viel,je Jke K

S>3 o <0.34

jeJ keK

SN N a<49 Viedged

i€l jeJ keK

Y g Xy =mg VgeG.jeJ
iel

N hig Xy =z YgEG.jEJ
el

fo=mg— M1 —2z,) VgeG,jel
fo <mgi+ M1 —24) YgeG,je]

SN mg =Y f <1

geG jeJ gea
yi; €{0,1} Vje JkeK
zijr € {0,1} Viel,jeJkeK
0j, >0 VjeJkekK
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G e€{0,1} Viel (20.21)
£, >0 Vge@ (20.22)
mg; >0 VgeGj,eJ (20.23)
z; €{0,1} Vge GjeJ (20.24)
Tw>0 VieljeJkek (20.25)

20.3.2 Solution Method

To implement the proposed model for assignment that the company can use,
we preferredPython programming language. The Python code calls upon
four functions which we model the assignment problem with the same con-
straints but different objectives that work in order; firstly the unassignment
minimization, secondly the group separation minimization, then overtime
minimization and finally the priority assignment maximization. Each func-
tion calls the objective value of the preceding functions into itself as Epsilon
constraints and the final model (priority maximization) gives a solution with
the best objective while adhering to the previous objectives’ solutions.
After an Excel file containing the parameters of the model is uploaded,
the code asks for the name of the file and a number for the alternative results
having different mold-supplier assignments under the same limitations as
inputs. As a result, our mathematical model is outputting a new Excel
file with the date and time in its name, which shows where each mold is
assigned to, which molds are unassigned and how much capacity is left for
each machine in each firm. The assigned molds are shown in Figure 20.2.
We also wanted to give the company flexibility of predetermining the values
or constraints for some of the variables and provide a result accordingly.
In anExcel Workbook, we used VBA to create a User Form in which the
company can decide to assign a mold to a certain supplier, force a mold
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Figure 20.2: Assigned molds
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to be assigned strictly or put a limit or a minimum to overtime variables
(Figures 20.3-20.5). The constraints filled out in the User Form have been
processed to the model as inputs. The only way that the current model
could find an infeasible solution is when the constraints inputted by the
company make the problem infeasible. In order to tackle this problem as
much as possible we wrote another function that makes a logical check on
each constraint before calling the functions of the model and prints out error
messages as well as what the errors are when it catches them and stops the
code. If there are no foreseeable errors the code works as it normally would.

20.4 Validation of the Approach

In order to validate the model, real-life data are requested to see whether the
developed decision support system can make meaningful assignments that

>>Fazla Mesai UserFormu Ag Kesin Atama Yap ‘ Belirli Bir Firmaya Atama Yap

Fazla Mesai X

Dejisken Kaginci Firma Kagina tongj indisi Tliski Deger

Fazla Mesai ‘ | ‘ ‘ j ‘

Figure 20.3: User Form for overtime

Fazla Mesai UserFormu Ag :> Kesin Atama Yap ‘ Belirli Bir Firmaya Atama Yap
X

Kesin Atama Yap

Degisken Kalip Numaras Tiiski Deger

Mutlaka Atansin ‘ ‘ j ‘ LI

Figure 20.4: User Form for strict assigments
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Fazla Mesai UserFormu Ag Kesin Atama Yap E> Belirli Bir Firmaya Atama Yap

Belirli Bir Firmaya Atama Yap X

Degigken Kalip Numarasi Firma Numarasi Tligki Deger

Kalibi Firmaya Ata “ ‘ ‘ j ‘ j
& i) s O
Kaydet b

Figure 20.5: User Form for specific supplier-mold matches

can be used by the company. The data provided by the company included 24
manual mold assignments. It is observed that using the mathematical model
developed, a meaningful assignment result can be obtained. However, there
are several differences in the results of manual assignment which are mainly
based on prioritization. In the manual assignment method, the molds are
assigned to their required tonnage and it is preferred not to separate the
grouped parts even if it means that the firm has a low priority level. When
the reasonability of these sorts of assignment differences were consulted to
Arcelik, we received positive feedback about the validity and applicability of
the system. The primary objective values, which is the total prioritization,
were compared to conclude the validation. The objective function value
of the proposed solution is 2250. On the other hand, the results of the
manual method were obtained as 1965. This shows that the developed
model provides a 14% better result compared to the manual assignment.

20.5 Integration and Implementation

In order to provide the firm a user-friendly decision support system, we
supported our mathematical model by Python, Excel and VBA. Being one
of the most commonly used programming languages, the model’s current
use and future implementations into a bigger system would be more feasi-
ble with Python. We usedPuLLP which is a free Python library with the
ability to call upon different free or commercial solvers that can solvemixed
integer problems. Another library that we utilized is Pandas, which helps
to manipulate the data and automatically generates the model parameters
for use. We wrote the code on Google Colab which is a web-based Python
interface from Google which no download is required as the code works on-
line which made it easier for both us and the company to test and use the
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system. Since Excel is commonly used by Arcelik, it is decided as the main
tool to ease the implementation and adaptation processes. Also, VBA is
utilized to create user-friendly User Forms.

We created sample tables for parameters using Excel for the company
to insert the problem parameters into the Python code correctly. For our
system to work properly, the initial parameter information in the Excel file
must follow the predetermined format that is currently used by the company.

Our aforementioned User Form in the input Excel file can be updated
by the company and they can arrange overtime amounts for a certain ton-
nage or change the assignment status of any mold or adjust mold-supplier
matches. The User Form should be filled out with the parameters or deci-
sion variables that do not make the problem infeasible and not satisfied with
the current result yet. After the input Excel file has been updated, the code
must be run once more. As a result, the company obtains new outputs with
predetermined values or constraints. By using this decision support system
it is ensured that the molds are assigned to the most prioritized available
company within the restrictions and requirements of Arcelik’s expectations.

20.6 Benefits to the Company

The benefits of the proposed mathematical model were measured on four
elements: prioritization, overtime usage, capacity, and group separation.
When the calculated priority of the manual assignment of the company and
the prioritization objective of the proposed solution approach were com-
pared, a total of 14.5% increase has been observed. For the overtime com-
parison of both methods, it is observed that the model performs better
since it is able to successfully assign molds without using any unnecessary
overtime hours and leaving out any molds unassigned. According to the
analysis made, increasing fill rates are observed in the firms having higher
priority values with the assignments of the model, whereas several assign-
ments were being made to low-priority firms in the manual system previ-
ously. Despite the 14.5% increase in the primary objective of prioritization
the model separates two grouped parts from their primary firms whereas
the manual method of the company does not separate any parts from their
primary assignments. Considering the importance of the prioritization ob-
jective, the model computed that maximizing the total priority is preferred
over separating two parts from their primary assignments. The transaction
of increasing the total prioritization rather than separating two parts from
their initial groups has been determined to be favorable by the model.

As a result of implementing the suggested system, the company is now
able to standardize its mold assignment processes. With the system pre-
pared, the company can make the assignments with higher priority values
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and in a shorter time instead of doing everything in Excel manually. The
assignment process is almost completely free of human intervention with
the designed system but the engineers will be able to select from several
different assignment scenarios based on their experiences. Additionally, as
the output is in the form of an Excel file, engineers will also be able to
assign a mold to a specific firm, force a mold to be assigned and restrict the
overtime usage of a particular firm. Considering the long computations of
the industrial engineers, the model both improves the timespan of the as-
signments and the objective value of the primary objective. The company
will save a considerable amount of time with the implementation of this
decision support system in their system.

20.7 Conclusion

In this project, a multiobjective mathematical model is developed, which
targets to minimize the number of not assigned molds, the number of sep-
arated grouped parts and overtime usage for the tonnage machines and
maximize the total priority. “Epsilon-Constraint Method” has served for
the fulfillment of this aim and the developed model is implemented into a
Python code as the company requested. For allowing the users to inter-
act with the system after they see the assignment results, a User Form is
prepared in which the users can specify their specific requests regarding the
assignments. As a result of the validation step conducted, it is observed that
the developed system provides a 14% better result compared to the manual
assignment. The origin of this improvement is interpreted as the holistic
search the mathematical model carries, unlike the manual assignment.
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21 Yar:1 Mamiil Uretim ve
Kadro Cizelgeleme Sistemi

Eti Gida

Proje Ekibi
Aysegiil Alkig, M. Mustafa Colak, Ikbal Gamze Erdemli,
Isil Su Giindogan, Umit Ozmen, Osmancan Sancar, Oktay Yildiz

Sirket Danigmanlari Akademik Danigsman
Asuman Saglam Morali Prof. Dr. Mustafa . Piar
Kidemli Uretim Planlama Miihendisi ~ Endiistri Mithendisligi Boliimii
Fatih Yarimoglu
Uretim Planlama Yoneticisi

Ozet
Bu rapor, Eti Biskiivi Fabrikasi tarafindan verilen iiretim ve kadro
¢izelgeleme projesine iligkin bilgileri igermektedir. Sirket, GAMS kullanarak
yart mamul iiriinler i¢in bir ana iiretim plani olugturan ve iiretimi denetle-
mek i¢in 10 adet farkli tesiste caligan makinelere mavi yakali is¢i atayan bir
program olugturulmasini istiyor. Bu raporda her tesis i¢in yazilan matematik
modeller ile ilgili bilgiler ve bu programin entegre edilmesi yer almaktadir.

Anahtar Sozciikler: Uretim Cizelgeleme, Karar Destek Sistemi, Kadro
Planlama.
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Production Planning of Semi-Finished
Goods and Worker Assignment

Abstract
This report includes information on the project given by Eti Biscuit Factory.
The company asks us to create a program using GAMS that creates a master
production plan for the semi-finished products and assigns a blue-collar
worker to the operating machines to supervise the production in 10 different
facilities. This report includes information about the mathematical models
written for each facility and the integration of this program.

Keywords: Production Scheduling, Decision Supporting System, Worker
Assignment.

21.1 Company Information

Eti produces biscuits, crackers, chocolate, cake, milk, and frozen products.
The biscuit factory has two main facilities: an old building (Eski Bina) and
a G block. In the old building, there are seven areas where semi-finished
goods are produced. These areas are Suruphane, 4. Hat Krema, TFT,
Kavrulmus Hindistan Cevizi, Granul and Drop. There are also 3 areas
where different semi-finished goods are produced in G block, which is the
other facility of the biscuit factory. These are Wiener, Caraster, and Fruit
Jelly.

21.2 Current System Analysis

In the current system, production planning of the semi-finished goods for
biscuits is made manually according to the amount of product shown in the
master production schedule. Stock keeping unit (SKU) requests entered
the master production schedule are updated weekly. Factory of the biscuits
works 24 hours a day and there are 3 shifts in the form of 00:45-08:44,
08:45-16:44, 16:45-00:44. According to the demands, the number of SKUs
and how many tons of which kind of biscuits should be produced on a day
and shift basis are scheduled weekly. Considering SKU quantities, a certain
ratio indicates how much of each semi-finished good should be produced.
When this ratio is multiplied by the planned SKU amount on a shift basis,
the semi-finished good amount to be produced in that shift is obtained.
However, there are different constraints for the semi-finished goods produced
in the facilities such as shelf life, stock capacity, setup times and production
quantities. Considering these constraints and based on the number of SKUs,
production planning of the semi-finished goods is prepared according to the
previous experience of the production planner. In addition, after semi-
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finished good quantities are determined on a shift basis, different numbers
of factory floor workers are assigned to each facility. The assignment of the
workers to the facilities is not related to any mathematical background, it
is determined according to past experiences.

The production planner prepares a master production schedule for semi-
finished goods and assigns the factory floor workers to facilities weekly, as
well as revises the existing master production schedule when a change in the
semi-finished good amount or a change in the shift occurs due to a change
in demand. In the current situation, as the production plan of semi-finished
goods is made manually, the possible problems faced by the company are
as follows; problems in the supply of raw materials, semi-finished goods
may not be used after an amount of time due to shelf-life constraints, and
there is a need for revision of the master productions schedule sometimes.
According to the company, revisions are made 3 times a week due to some
reasons such as demand changes, line failures, and problems in staff balance.
However, Eti does not have a production plan that can update itself in case
revision is needed. Our problem is similar to that of Cdlova (2006), who
also is an industrial advisor.

21.2.1 Major Constraints

e The shelf life of some of the semi-finished goods is relatively short, and
a delay in the production can result in loss of some of those products.

e Some of the production facilities use machines that require certain
batch sizes to work. Thus, decisions must be made by considering the
batch sizes.

e While some semi-finished goods can be stored, some cannot due to
high perishability; which means that a smooth production line should
be formed.

e There are storing capacities for some of the semi-finished goods.

e Machines require setups, which create a burden to our optimization
plans.

e Some machines can be used on multiple semi-finished goods while
some are only reserved for one. Machine flexibility is not very high.

e For some materials, the road that they are carried to another machine
may only transfer one product at a time, which would mean that some
machines may be forced to wait until some other product is finished.
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Machines must be supervised by the required number of factory floor
workers.

Total number of factory floor workers is limited.

Machine capacities may also cause some problems in finding the op-
timal solution to the production plan.

Some products have safety stock values.

21.3 Proposed Solution Strategy
21.3.1 Objectives

The objective of the project is to create a mathematical model that de-
cides on the amount and the order of each product to be produced in each
shift while creating a balanced workload for the factory floor workers su-
pervising the production on site. It is required that the main production
program is running nonstop with the minimal wasted workforce (idle time
minimization). Figure 21.1 shows the conceptual model.

In the pursuit of the optimal solution, the number of wasted products,
wasted workforce, problems encountered in raw material supply, and the
number of revisions to the master production schedule should all be mini-
mized.

21.3.2 Solution Method

After considering the problem as a whole, we chose to create separate mod-
els for each building during the modeling phase and then combine all the
models to create a single model for the whole factory. To do this, we created
a base model which consists of simple production and inventory equations.

which semi-finished product, how
much, on which day, in which shift,

d with which tint For facilities, production plan which
NS Wit wAlen Bquipment in the shows production quantities and

hie Amount o facilties is o be produced order of semi-finished products
Demand

MATHEMATICAL the stock of th duct ding Combination of 10
MODEL FOR EACH |——a{-"® F1o5F 9T En& procuct accarcing faciliies in 1o one  |——»|

FACILITY o shelflifz production plan

Y

For facilities, staff plan which
minimize idle time

the number of workers that
will work in the facility day and
shift base

Figure 21.1: Conceptual model
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We started constructing a mathematical model for 4th Hat Krema. By de-
veloping our basic model with additions such as how many products are
produced in the 4th Hat Krema building, how many machines are avail-
able, which product can be produced in which machine, the hierarchy of
products, stock constraints of products, shelf-life constraints of products,
setup constraints of machines, and worker assignment constraints related
to production, we constructed our mathematical model. The mathematical
model of one of the facilities can be found in the Appendix.

After constructing a mathematical model for 4th Hat Krema, we imple-
mented our mathematical programming model to GAMS and solved it using
the CPLEX solver. We were able to solve the problem instantly, which is
a satisfactory result in terms of time efficiency. We obtained an output for
the number of products to be produced for each semi-finished good for a
specific day and a specific shift and the number of workers for a specific day
and a shift.

Then, we moved to the other buildings and since each of the buildings
has different specifications for the production of the semi-finished goods, we
constantly modified our base model.

As soon as the modeling of the buildings was finished, we transferred our
models to the GAMS.Then, we solved the models via GAMS and started
analyzing corresponding output. Thus, we had the opportunity to immedi-
ately see the errors caused by our models or parameters, and to correct the
building models without collecting them under a single model.

After successfully constructing the models for all buildings one by one,
we have obtained a single model including 10 buildings by naming and re-
arranging the constraints, parameters, and decision variables of each model
in the appropriate format at the stage of combining the models.

The complexity of the model created increased the level of computer
hardware required to achieve the solution. As a matter of fact, as we com-
bined our models, we obtained solutions by uploading our model to external
servers to control the working functions. Afterward, during the meetings
with Eti, we solved the 10-building model we created using Eti’s servers,
and we obtained these solutions within the desired time frames.

21.4 Validation

To validate our model, we used a sample data given by Eti. This data in-
cluded a production and a worker assignment plan of a regular week. This
manual feasible plan was ran in our model.Our model also found same fea-
sible solution. Afterward, We ran our model using the same parameters
data and came at new production plan and worker assignment.After get-
ting production plan and worker assignment, we compared these outputs
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with ETD’s current production plan as well as worker assignment. While
comparing, we first checked whether any demand was missed or not, since
Eti does not want any backlog. After that, we checked whether the model
obeyed the major constraints stated above.

e For each facility requiring setup, we checked if the machines were used
correctly.

e We checked if the workers were assigned properly.

e The products with very little shelf-life were used within the allowable
time.

e The inventory capacities were not breached.

e The total number of assigned workers was not above the number of
available workers.

For the given data, our model has satisfied all of the constraints, however,
we also wanted supervisors in Eti to check and point out if any of the
constraints were overlooked. Additionally, in our meetings with Eti, they
mentioned some additional constraints that were not given to us initially.
We revised our model as Eti gave feedback regarding the current solution.
We kept improving our model so that it would be fully adapted to the way
the factory works. We have aimed to observe whether the models we have
constructed are working as intended or not.

Verifying models for each facility does not mean that they will also
function properly when they are combined and solved as a singular model.
Thus, the verification has been applied to the finalized single model as well.

21.5 User Interface and Implementation

We will provide an interface to Eti using Excel. The company has told us
that they use SAP to extract the data to Excel and use the Excel sheet
to create their production plan and worker assignment. We will again use
this method to extract the demand of the semi-finished goods to Excel and
then use Excel VBA to reformat the data so that it would be in proper
form for GAMS to read the input. Then, the GAMS code is going to
run using the newly acquired data and once an optimal solution is found,
the outputs will be put into Excel and the tables for the production plan
and the worker assignment will be created. If the GAMS code fail to find
any feasible solutions, this will be due to the given demand, and GAMS
will say which product in which shift has infeasible demand. This will be
reported back to the production planners to revise their demand. Eti has
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G blok

Eski Bina

Figure 21.2: Production schedule

told us that this happens frequently, and they receive this feedback from the
production crew. This way, we will help them discover the problems during
the production planning phase, rather than during the production. Figures
21.2 and 21.3 show two samples of the tables. The tables are not complete,
since our computers are not suited for this large-size mathematical model;
however, we can use Eti’s server under their provision.

In the implementation phase, once Eti is satisfied with our solution, we
will share our codes with them for repeated use. We will create a manual
for them for every part of the solution stated above and assist them while

Total Idle staff

Figure 21.3: Worker assignment
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there are getting comfortable with it. We are expecting Eti to first use
the solution as a help to their current system; however, as they get more
comfortable, we expect them to use our solution for every production week.

21.6 Benefits to the Company

Since Eti prepares and revises production plans for the semi-finished goods
manually, making these production plans via the DSS tool saves production
planners time. In the current system, quantity and order decisions of the
semi-finished goods are made based on the production planners’ current
experience, resulting in an idle time of factory floor workers. Thus, through
the decision support system (DSS) tool, the production planning system
minimizes the expected idle time of the factory floor workers. We aimed
to minimize the time spent while making the production plan as much as
possible since the project’s main aim is to save time and effort. Last but
not least, by implementing the proposed solution, workers can contribute
effectively to production during their shifts. For this reason, the number
of inventory held will vary compared to the current system, taking into
account the shelf life.

Eti provided a one-week semi-finished goods production plan, including
worker assignments. Using the same data of this week, our program de-
creased the expected idle time of the factory floor workers for one week.
Our model’s solution demonstrated around 13% improvement. Thanks to
this improvement, more balanced worker assignment can be done with fewer
workers according to this solution.

Talking about the long-term impact, Eti can generate a semi-finished
good production plan in an automized manner. Considering the ease of use
and decrease in time spent, planners will be able to detect infeasibility and
possible bottlenecks and work on fixing them more effectively.
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Appendix: Mathematical Model

Decision Variables:

P,g4un : production amount in batches of product a in day ¢
on shift v in machine n,
1,4, : inventory amount of product a in day g on shift v,

Y, : number of workers assigned to day g shift v,
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0, otherwise,

fo= {1, if any of the machine is working on day ¢ in shift v
gv =

T,

to end of their shelf-lives,

1
w =
e {O, otherwise,

where a € {1,...,5}, g€ {1,...,7},ve{l,....3}, ne {1,...,3}.

Parameters:

Ay, ¢ assigned number of workers to one shift by the company,

BS, : batch size of product a,
cap, : inventory capacity of product a.

Dggy : demand of product a in day g shift v,

yv : number of produced semi-products that will be trashed due

,  if machine n is working on product a on day ¢ in shift v

G, : maximum production allowed in one shift in one machine.

Model:
min pg + pp + pe

3
S.t. BSa Z Pagvn -+ Iag(v_l) - Dagv = lagv + Tagva Va, g,v

n=1
1,11 =0,Va

logy < capq,Va,g,v

Pogon < GaWagon, Va, g,v,n

5 3
O wagen) < 3f0. Vg0

a=1 n=1

503
2(2 Zwagvn) + Tfgo < Ygu,Vg,v

a=1 n=1

Iagv - Z dagv S MZg

9€Sa

Iagv - Z dagv - Tagv S M(l - Zg)

gESa
Thge < Mz,
pa > Yq1,¥g
py > Yo, Vg
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Pe Z Y;]3>v.g
Pagon > 0,149, > 0,Y,, > 0 and all integer, wog,, € {0,1},Va, g,v,n

where

(21.1)

we aim to minimize the sum of the maximum number of workers
assigned to each shift,

is the production-inventory-demand equality,

is the initial inventory, which can be set for other values depending
on the company’s input,

is the inventory capacity per product,
is the production capacities per shift,
and (21.7) are the worker assignment constraints,

is the shelf-life constraint, where S, in the shelf-life of product a. If the
inventory in a given shift is above the total demand in the upcoming
shifts until the shelf-life is up, then the unused products are assumed
to be trash.

The constraints and sets differ from facility to facility; however the structure
is very similar for buildings with single machine processing is required for all
the products. Also, some products do not follow the same rules as others.
For example, some products have no shelf-life, so the working models ignore
them in shelf-life assessment.
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22 Yedek Parca Talep Tahminlemesi
icin Karar Destek Sistemi Tasarimi

Arcelik Kurutma Makinasi i§letmesi

Proje Ekibi
Selin Akduman, Ataberk Alikahya, Ali Cahit Aslan, Sakire Julide Aydin,
Erim Kaan Bayraktar, Zeki Cem Cumagil, Arda Ilgaz

Sirket Danismani Akademik Damigmanlar
Ash Tiirkay Dog. Dr. Ozlem Cavus
Malzeme Planlama Proje Miihendisi Dr. Emre Uzun

Endistri Miithendisligi Boliimi

Ozet

Projenin amaci, sirket icin yedek parca talep tahminleme sistemi
olugturmaktir. Yazihim araclariyla dogru ve tutarli tahmin yapan model-
ler gelistirmek hedeflenmistir. Literatiirde yedek parca talep modelleri ta-
ranmigtir. Her yedek parca icin sipariglerdeki mevsimsellik ve aralikh ta-
lep dikkate alinarak 12 farkli tahmin yontemi arasindan en uygun yontem
secilmigtir. Mevcut ve gelistirdigimiz tahmin sistemleri kargilagtirilmigtir.
Talep edilen parga sayisinin ylizden biiyiik ve sifir oldugu parcalarin talep
tahminlerinde sirasiyla %15.16 ve %64.81 iyilestirme gergeklegmistir.

Anahtar Sozciikler: Aralikli talep, malzeme planlamasi, mevsimsellik,
tahmin yontemleri, yedek parca talebi
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A Decision Support System for Spare Part
Demand Forecasts

Abstract

The main purpose of this project is to create a forecasting system for spare
parts that would serve Arcelik Tumble Dryer Plant for many years. We
aimed to present a sustainable and consistent solution by developing fore-
casting models with the support of software tools. A literature review is
conducted to find different approaches on spare part demand and to build
our model effectively. For each spare part, the optimal forecasting method is
selected among 12 different forecasting methods determined by literature re-
view considering the high seasonality and intermittency in demands. This
project also includes the analysis of the existing system of the company,
problem definition, project plan and outcome. According to the forecast
results obtained for parts with a demand greater than 100 and 0, improve-
ments of 15.16% and 64.81% were realized, respectively.

Keywords: Intermittent demand, material planning, seasonality, fore-
casting methods, spare part demand

22.1 Company and Engineering Problem

Arcelik A.S is a Turkey-based household appliances manufacturer company
founded in 1955. The company has a total of 12 brands including Argelik,
Beko, Grundig, Blomberg, ElektraBregenz, Arctic, Leisure, Flavel, Defy, Al-
tus, Dawlance, and Voltas Beko. Arcelik has a product portfolio covering 6
different areas: built-in and freestanding major appliances, small household
appliances, heating ventilation-AC, consumer electronics, kitchen furniture,
and components. Argelik Tumble Dryer Production Facility in Tekirdag is
one of the nine production facilities of Argelik in Turkey and is the scope of
our project. Since tumble dryers have the highest seasonality rate among
all product groups of Arcelik, sales volumes and spare part demands have
a volatile nature through the different periods of the year. The intermit-
tent nature of the spare parts and the variability between non-zero de-
mand values cause the Material Planning Department to have difficulties in
forecasting. After service is requested from Arcelik Tumble Dryer Facility
(make-to-order), Arcelik has a limited time to repair the product or provide
the spare part. Thus, the make-to-stock method is used for the outdated
parts due to intermittency in demand, which results in approximately 15%
forecast accuracy. This project aims to provide forecasts for spare part de-
mands on a monthly and yearly basis, aiming to achieve a higher percentage
of demand fulfillment by providing better forecast accuracy rates.
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22.2 Proposed Model and System

To develop the model, many articles were researched to clearly understand
the problem and suggest a solution approach. According to Van der Auwer-
aer et al. (2019) the spare part demand usually consists of intermittent data.
Along with other related articles, information about statistical analysis,
spare parts forecasting, intermittent demand, various forecasting methods,
seasonal forecasting, explanatory variables, and data analysis for forecast-
ing is gained. As a result of the research, the determined 12 methods for
our model are (formulas for the models are given in Appendix):

e Moving Average

e Simple Exponential Smoothing

e The Holt’s Method (Double Exponential Smoothing)

e The Holt-Winters’” Method (Triple Exponential Smoothing)
e The Croston’s Method

e Syntetos and Boylan Approximation (SBA)

e Teunter-Syntetos-Babai Forecasting Method (TSB)

e Auto-Regressive Integrated Moving Average (ARIMA) and Seasonal
Auto-Regressive Integrated Moving Average (SARIMA)

e Seasonal Trend Loess Model (STL) (Decomposition)

e Trigonometric seasonality, Box-Cox transformation, ARMA errors,
Trend and Seasonal components (TBATS)

e The Theta Model
e Multiple Aggregation Prediction Algorithm (MAPA)

Our research has also shown that for error measurement calculations of
forecasting outdated parts, MASE would be the most useful. If a forecast
is successful, the MASE score of the forecast will be smaller than 1. For
reference, naive forecasts give the MASE score of 1. If the chosen forecast
method gives the MASE level greater than 1, we will consider that score as
invalid, and that method as not appropriate. The smaller the MASE level,
the more accurate the forecast becomes.
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As stated earlier, there are two types of spare parts: active and outdated.
Since the company has approved that the spare parts with no demand ob-
served in the last 4 years are considered as outdated, these spare parts are
eliminated from the monthly forecasts. All the predetermined forecasting
methods are applied to the rest of the spare parts. The demand data are
split into test and train data to determine the best applicable forecasting
method for the spare parts. With the help of this split, error measurements
are obtained, and the forecasting method with the minimum valid error
measurement is chosen for that specific spare part to apply the monthly
forecast. If the error measurement is invalid for all methods, yearly fore-
casting is applied to the specific spare part. Figure 22.1 shows the flow chart
of the constructed forecasting model. R programming was utilized to apply

Apply
Yearly
Forecast

Iz there any
demand during
last 4 years?

Spare

Parts 3

Test Is Apply
Manthly MASE=1? Manthly
Forecast YES Forecast

Figure 22.1: Forecasting model

our solution method and obtain the error measurements. In virtue of the
comprehensive forecasting packages in the R programming, the forecasting
results were obtained and compared automatically for all spare parts.

22.3 Validation of the Approach

The initial output provides forecast results for 2022 to the company based
on the optimal forecast method on a monthly or yearly basis. We aimed
to compare the forecasts with real data and check whether our code gives
reasonable outputs in the real system. The most crucial boundary for the
model is that the MASE results must be in a reasonable interval of 0-1.
Therefore, if MASE is invalid, the spare parts forecasts are made yearly to
decrease the error measurement method. As shown in Figure 22.2, when
we applied the twelve forecasting methods to the specific spare part, we
observed that the MASE was larger than 1 in all of them. Thus, it turned
out that it was not appropriate to apply a monthly forecast to this spare
part, and we decided to apply a yearly forecast. When this process is
applied to all parts, parts are separated monthly and yearly by validating.
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MASE_Croston MASE_holt MASE_ses MASE_HW MASE_SBA MASE_TSE MASE_ARIMA

1.4192552 2.0603372 1.4720072 1.8686782 1.4361557 1.4642081 1.4723622

MASE_TBATS MASE_STL MASE_STLF MASE_THETA MASE_MAPA MASE_MA MASE_MF

1.1948056 1.1311978 1.1325536 1.8655628 1.4716147 16533818 14723622

Figure 22.2: MASE levels of a part that will be yearly forecasted

According to the derived outputs, 3603 spare parts of 5093 spare parts have
finite MASE results. 79.4% of 3603 parts, which makes 2861 parts, have
MASE levels smaller than or equal to 1. These parts are separated to be
forecasted monthly. The remaining 20.6%, 742 parts have MASE levels
greater than 1, separated for yearly forecasting. Moreover, the 1490 spare
parts of the 5093 which have infinite MASE results are also forecasted yearly.
After all, 56.2% of all spare parts, 2861 parts, are forecasted monthly, and
the remaining 43.8%, 2232 parts, including the parts having infinite MASE
levels, are forecasted yearly.

When new inputs are added to the decision support system, the system
will apply all forecasting methods and calculate the MASE levels. Thus,
the consistency of the results with real data will be tested dynamically.

22.4 Integration and Implementation
The developed R codes can be used while generating both monthly and

yearly forecasts. The R based decision support system shows:

Forecasting Interface

Forecasting Results

Input Parameters

Submit for Monthly | Submit for vearly | Monthly Forecast Table

Figure 22.3: Interface output containing graphs and forecast values of a
monthly forecast for a spare part
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2976736701 2976734201 2970101400 2985400400 2970101500

Figure 22.4: Preview of the interface output of monthly forecast table

e Monthly forecast results for parts individually both on table and on
graph (Figure 22.3)

e Yearly forecast results for parts individually both on the table and on
graph

e Monthly forecast table containing all parts (Figure 22.4)

e Yearly forecast table containing all parts (Figure 22.4)

An excel output containing forecast results and error measurements is pro-
vided when the forecasting codes are run. The installation of the R program
and its packages will be done in an online meeting conducted with the IT
department of the facility. Our forecasting system will be available on the
computers of the material planning department workers. After installation,
the company will be able to use the user-friendly forecasting system. They
will need to upload the “data.xlsx” demand file and simply click “Run”.
The system picks the required knowledge from the environment. There-
fore, running the codes once is enough to see the forecasting results of the
same data multiple times on the interface. However, if a change is desired
in the data, the forecasting codes should be run again with the new data.
In addition, the data files and the codes are required to be in the same
directory.

The company is advised to run the forecasting system monthly for spare
parts that require monthly forecasts and yearly for spare parts that require
yearly forecasts.

22.5 Benefits to the Company

While calculating the improvements in forecasting, a sample of 1364 parts
determined by the company was taken into consideration for March 2022.

e Our forecasting model has given a closer estimate for 750 parts out of
1364, so the percentage of the number of parts improved is 54%.
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e We have made two comparisons, one for parts with demand greater
than zero and the other for parts with zero demand.

1. We have conducted a MAPE comparison for the parts with posi-

tive demand (823 parts) for both Argelik’s original and our fore-
cast. The results show that Arcelik’'s MAPE is 73.65%, while our
MAPE is 78.25%. However, where the demands are higher than
100, our MAPE results are better than Arcelik, which is 51.38%
whereas Argelik’'s MAPE is 66.54%. Besides, we get a better
MAPE value than Argelik in parts whose demand is greater than
250, 500, 750, and 1000 where the difference between Arcelik’s
and our MAPE values are 28.73, 32.18, 51.78, and 84.92, respec-
tively.
On a part basis, the results show that 237 out of 823 parts we
provide a better forecast value, while Arcelik provides better for
493 parts. For the remaining 93 parts, both sides give the same
forecast value.

Mean Absolute Percentage Error (MAPE)
MAPE=1/n} 2} (|Ai — Fi|)/ A

where;

A;= The actual value

F;= The forecast value

n=Total number of observations

2. For the parts with zero demand (541 parts), the existing error
measurement methods could not be performed, and a compari-
son of forecasts could not be made. Thus, we aimed to obtain
distance-based accuracy results using a new method that divides
the smaller forecast into the greater forecast. A scale is settled
based on this ratio to prevent invalid error measurements. The
results have shown that we have improved 64.81% on average in
forecasting these parts. On a part basis, we obtained a 94.82%
success rate by getting a better forecast value than Argelik in
513 out of 541 parts for parts with zero demand.

Measure used for O-demand = 1/nY )} min(Fy, Fy)/(max(F, F)
where;

I'y= Forecast value of ARYED

F,= Forecast value of ARCELIK

n=Total number of observations
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22.6 Conclusion

At the start of the project, Arcelik clearly indicated that the aim of the
project is to increase their forecast accuracy, especially for the spare parts
with intermittent demand, because the forecasts have a prominent place in
reducing product replacements, which occurred when the time limitations
were exceeded in spare parts’ procurement. Thus, the company expects to
increase customer satisfaction and decrease stock costs resulting from in-
accurate forecasting. For this reason, we developed a dynamic forecasting
model. The model is utilizing 12 different forecasting techniques, and it
decides the demand characteristics of a spare part (trendy, seasonal, inter-
mittent, etc.) by comparing them according to MASE results and gives
forecasts with the chosen best method.

To see the accuracy of our results, we compared our forecasts by fore-
casts of Argelik for March 2022. The comparison results clearly demon-
strated that our forecasting system gives results with higher accuracy for
both intermittent and continuous spare parts. Also, an interface was devel-
oped to illustrate the graphs and forecasts of the spare parts that wanted
to be analyzed specifically. Briefly, we sincerely believe that the system will
satisfy the company’s spare part management expectations at an acceptable
rate. Lastly, as there are no limitations in improvements, the company can
improve the system by adding new forecasting techniques or increasing the
level of artificial intelligence used in the system.
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Appendix: Mathematical Models

Simple Exponential Smoothing Forecast is F} = F;_1 + (X1 — F;_1)
where

X; = Actual demand at time period t
F, = Forecast at time period t

a = Smoothing constant where 0 < av < 1

Holt’s Method (Double Exponential Smoothing)
Level: Ly = a(Xy) + (1 — a)(Li—1 + Ty—1)
Trend: T, = (L — Ly—1) + (1 — B)T14
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Forecast: Fy(k) = Ly + kT,

where;

X;=Actual demand at time period t
L;=Demand level at time period t

T,=Trend at period t

F,=Forecast at period t

k=Component constant

a, f=Smoothing constants where 0 < a, 5 < 1
The Holt-Winters’ Method (Triple Exponential Smoothing)
Level: Ly = a(X: — Si—s) + (1 — a)(Le—1 + T3—1)
Trend: Ty = B(Ly — Ly—q) + (1 — B) T4
Seasonal: Sy = y(X; — Ly) + (1 —7)S,_s
Forecast: Fy p = Ly + KTy + Siip—s

where;

X;=Actual demand at period t

L;=Demand level at time period t

T;=Trend at time period t

S;=Demand seasonality at time period t
F,=Forecast at time period t

k=Component constant

s=Seasonal time period

a, 3, y=Smoothing constants where 0 < a, 3,7 < 1
The Croston’s Method

If d; > 0;

Demand Level: a;11 = ad; + (1 — a)ay
Periodicity: pyy1 = ag+ (1 — a)p;

Forecast: fi11 = a;/p;

If d; = 0;

Demand Level: a; = a1

Periodicity: p; = a — pii1

Forecast: fii1 = f;

where;

d;=Actual demand at time period t
a;=Demand level at time period t
p=Demand periodicity at time period t
fi=Forecast at time period t

a=Smoothing constant where 0 < a < 1
Syntetos-Boylan Approximation (SBA)

If z, = 0;
z=2t—1
pp=pt—1

234



Otherwise;

2 =az+ (1 —a)z_,

Py =ap;+ (1 —a)p_y

Y/ = (1 - a/2)z/p,

where;

zz=Actual demand at time period t

z;=Time between two positive demand

pr=Demand size forecast for next period (Periodicity)
piy=Demand interval forecast

Y/=Average demand per time period t

a=Smoothing constant where 0 < a < 1
Teunter-Syntetos-Babai (TSB) Method

If Dy =0;

z=2t—1

D; =D, +B(0-D;_y)

Otherwise;

2=zt oz =z)

Dy =D,y +B(1—-D;_y)

Y/ = Djz}

where;

D;=Estimate of the probability of a demand occurrence at the end of time
period t

zz=Actual demand at time period t

z;=Time between two positive demand

Y/=Average demand per time period t

a, f=Smoothing constants where 0 < o, 5 < 1

Auto Regressive Integrated Moving Average (ARIMA)
ARIMA(p,d, q)=y*xi=p+ > i = 1P,y xt —i+ > i =19,6,_; + ¢
where;

p=Non-seasonal Auto Regression (AR) order

d=Non-seasonal differencing

q=Non-seasonal Moving Average (MA) order

¢, 0, e=Smoothing constants where 0 < ¢,0,e < 1

pu=Average demand

y*;=Forecast at time period t

Non-Seasonal Components:

AR=Y"i = 1P¢y «t — i

MA=>"i=1%¢,_; + ¢

Seasonal Auto Regressive Integrated Moving Average (SARIMA)
SARIMA(P, D, Q)s—®(B%)6(B)(z, — 1) — O(B3)8(B)u,

where;
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P=Seasonal Auto Regression (AR) order
D=Seasonal differencing

Q=Seasonal Moving Average (MA) order
S=Time span of repeating seasonal pattern

®, ¢, ©,0=Smoothing constants where 0 < ®,¢,0,60 < 1
r;=Estimation of demand at time period t
wy=FError value at time period t

pu=Average demand

B=SARIMA Constant

Seasonal Components:

AR=®(B%)=1— ®(B%) — ... — 1 — ®p(B"9)
MA=0(B%)=1+ 0,B" + ... + OB

Mean Absolute Scaled Error (MASE)
MASE=(327_, le;))/(/(T-1) (X5 |V = Yia )
where;

€= Y — F

Y; = Actual values of demand in period ¢

F, = Forecast values of demand for period ¢

T = Training set of periods

J = Total forecast period

236



Dizin
Index

algorithm, 63
analytical hierarchy
process(ahp), 146
apriori algorithm, 37
genetic, 51
hungarian, 64
weighted sum scalarization,
42
analysis
benchmark analysis, 128
scenario analysis, 128
annual leave, 175
apparel industry
hot seller, 73
sku, 73
assembly line, 121

balance, 175

bayesian theorem
conjugate prior, 77
posterior, 75

bill of materials, 37

class code, 146
configuration change, 146
consistency ratio, 148
constraint
assignment, 124
co-requisite, 124
distance limitation, 165

epsilon, 208
ergonomic requirements, 124
fixed station, 124
material relations, 37
presedence, 124
processing time, 124
programming, 64

cost
reduction, 99

cycle time, 121

data analysis
anova, 20
apriori algorithm, 37
classification tree, 195
clustering, 24, 37
dummy data, 179
knn, 24, 43
linear regression, 140, 195
machine learning, 195
median, 43
neural network, 195
positive correlation, 44
random forest classification,

25

random forest regressor, 195
regression, 43
regression tree, 195
svm, 25

distribution center



warehouse, 164

efficiency, 156
expected, 160

fairness, 175
forecasting, 83

arima, 86, 103, 185, 228, 235

bias, 87

coefficient of variation, 77

croston’s method, 228, 234

demand, 72

double exponential
smoothing, 185

ets, 103, 132

expected sales, 77

exponential smoothing, 85,
103, 185

holt, 86, 185, 233

holt’s method, 228

holt-winter’s method, 228

holt-winters, 86, 185, 234

linear regression, 86

mae, 198

mape, 104, 187, 189, 232

mare, 198

mase, 87, 104, 236

middle-out approach, 87

moving average, 85, 185, 228

mse, 187-189

multiple aggregation
prediction algorithm
(mapa), 228

predictors, 88

prophet with xgbhoost, 103

r-square, 198

ranger, 103

rmse, 104, 198

sarima, 86, 104, 188, 191, 228,
235

seasonal trend loess model
(stl), 228

seasonality, 84

simple exponential
smoothing, 228, 233

syntetos-boylan (sba)
method, 234

syntetos-boylan
approximation (sba), 228

thats, 228

teunter-syntetos-babai (tsb)
method, 228, 235

theta model, 228

top-down approach, 87

xgboost, 103

gasket, 19
human in the loop, 61

information system
master production schedule,
112
sap, 37, 184, 221
seasonality factor of
materials, 112
types of sap reports, 111
inventory, 97
backorder, 98
kardexes, 37
management system, 49
order planning multiplier, 111
push system, 84
safety stock, 113, 219
shelves, 37

key performance indicators, 60,
128

lazy clause generation, 65
lead time, 146
line efficiency, 69

management
disaster risk, 39



post-disaster, 46
material requirements, 37
mathematical
model, 95
maximum lateness, 62
method
fine tuning, 77
model
constraint, 165
data, 74
input, 78
mathematical, 37, 51, 56, 123,
165, 177, 195, 208, 219
multiobjective, 208
output, 74
mold, 154

network
network design, 170

objective
non-assigned molds, 207
overtime, 207
repeat order, 72
seperated group parts, 207
subgroup, 73
the total priority, 207
operation plan, 121
optimization, 133
cplex, 51, 53, 168, 220
gams, 220
google or tools, 64
gurobi, 7
heuristic, 51
mathematical model, 114
mixed integer, 195
open-solver, 157, 168
optimal solution, 177
pareto, 42
pulp, 213
solver, 179
Xpress mp program, 114

pairwise difference, 175
parameter
estimated parameter, 75
weekly factor, 76
performance, 160
planning
period, 177
production, 132, 161
production line feeding, 37
problem
assignment, 195, 208
bi-objective shortest path, 40
classical assignment, 208
generalized assignment, 208
inventory, 135
location, 164
mixed model line balancing,
122
multiple resource generalized
assignment, 208
network design, 5, 12, 13
p-median, 164
place allocation, 37
scheduling, 60, 137, 175, 177
warehouse location, 165
worker assignment, 218
workforce planning, 177
production, 132, 160
plastic mold injection, 206
volume, 121
programming
conic quadratic mip, 8
goal, 208
integer, 166, 177
interface, 75
linear regression, 140
mip, 134, 156, 213, 219
miqp, 8
python, 179
purchase order, 146



quality control tensorflow.keras, 196

2F full factorial experiments, vba, 37, 146, 211
22 visualbasic.net, 54
lenth plot, 24 xlsxwriter, 150

stochastic demand, 112
streamlit, 68

supplier, 20

supply chain

retailing
omni-channel, 4
road blockage, 41

safety hazard, 40 logistics, 164
scope milk run, 49, 51
europe, 165 network optimization, 50
setup, 160 system, 138
machine, 218 amadeus, 116
shelf life, 217 decision support system, 99,
shop order, 146 ‘125
software design, 49
arena, 37, 126 inventory management, 37
colab, 47 order tracking System, 118
excel, 26, 54, 79, 107, 132, production planning, 217
134, 146, 157, 169, 188, transportation, 164
189, 211, 221
temperature, 20
excel vba, 125
thermoform, 19
gams, 125 . cati
finja2, 150 ransportation
maritime, 165
numpy, 150, 196
road, 164
openpyxl, 150
pandas, 150, 196 underground coal mine, 175
python, 7, 13, 37, 41, 51, 53, user interface, 60, 66, 94, 126,
146, 196, 211 161, 211
r, 24, 37, 75, 79, 85, 107, 187,
188 work order, 37, 63
r shiny, 79, 89, 107 scheduling, 61
sql, 98 workforce, 160

240



	Önsöz
	Preface
	Kuruluslar, Organizations
	Akademik Danısmanlar, Academic Advisors
	Endüstri Danısmanları, Industrial Advisors
	Bölüm Baskanı’ndan
	Chairperson's Message
	Tesekkür Mektupları, Appreciation Letters
	Takımlar 1/2, Teams 1/2
	Bir Arada 2/2, Together 2/2
	1 Invent Analytics: Bütüncül Kanal Perakendeciligi için Ag Tasarımı, Network Design for Omnichannel Retailing
	2 Arçelik Buzdolabı Isletmesi: Conta Aralık Sikayetlerinin Temel Sebep Analizi, Root Cause Analysis of Gasket Gap Complaints
	3 Aselsan: Depo Alanının Verimli Kullanımını Saglayacak Karar Destek Sistemi, Decision Support System for the Efficient Usage of Storage Yard
	4 United Nations Development Programme : Depremden Sonra: En “Güvenli” Rota, The Way: ``Safest" Way Out
	5 Arçelik Kurutma Makinesi Isletmesi: Dıs Lojistik Milk Run Sistemi Tasarımı,  Design of Outbound Milk Run System
	6 Supply Chain Wizard: Dijital Fabrika Çözümleriyle Üretilen Dinamik Is Emri Planlama Programı, Dynamic Work Order Scheduling Program with Digital Factory Solutions
	7 Seçil Giyim: Erken Satıs Verilerini Kullanarak Tekrar Siparislerin Enazlanması, Minimizing Repeat Orders through Learning from Early Sales
	8 Eti Gıda: Geçmis Satıs Verileriyle Güncellenmis Distribütör Talep Tahmini, Distributor Demand Forecast Updated with Historical Sales
	9 Isbir Yatak: Hammadde Satın Alma Karar Destek Sistemi Tasarımı, A Decision Support System for the Raw Material Procurement
	10 Bakioglu Holding: Hammadde Talebi ve Ürün Siparis Miktarı Tahminleme Sistemi, Raw Material Demand and Order Quantity Forecasting System
	11 Arçelik Kurutma Makinesi Isletmesi: Ithal Malzeme Siparis Sistemi Tasarımı, System Design for Ordering Import Materials
	12 Arçelik Buzdolabı Isletmesi: Karma Modelli Montaj Hatlarında Operasyon Planını Eniyileyen Karar Destek Sistemi, A Decision Support System for a Mixed-Model Assembly Line Balancing
	13 Isbir Yatak: Kılıflı Yatak Üretim Planlama ve Çizelgeleme Karar Destek Sistemi, Decision Support System for Production Planning and Scheduling of Sheathed Mattresses
	14 FNSS Savunma Sistemleri: Konfigürasyon Degisiklik Yönetimi için Karar Destek Sistemi, Decision Support System for Configuration Change Management
	15 Oyak Renault Otomobil Fabrikaları: Motor Kulagı Üretim Planlaması Karar Destek Sistemi, A Decision Support System for Engine Brackets Production
	16 Norm Fasteners: Stratejik Dagıtım Agı Tasarımı, Strategic Planning of Distribution Network Design
	17 Demir Export: Takım Atama ve Yıllık Izin Planlama, Team Assignment and Annual Leave Scheduling
	18 Arçelik Elektronik Isletmesi: Ürün Satıs Tahmini ve Malzeme Tedarik Planlaması, Long-Term Product Sales and Material Planning Forecasting
	19 Türk Patent ve Marka Kurumu: Veri Odaklı Is Planlaması ile Verimli Marka Basvuru Degerlendirmesi, Data-driven Business Planning for Efficient Trademark Application Evaluation
	20 Arçelik Buzdolabı Isletmesi: Yardımcı Sanayilerde Kalıp Atama Optimizasyonu ve Karar Destek Sistemi, Mold Assignment Optimization and Decision Support System in Suppliers
	21 Eti Gıda: Yarı Mamül Üretim ve Kadro Çizelgeleme Sistemi, Production Planning of Semi-Finished Goods and Worker Assignment
	22 Arçelik Kurutma Makinası Isletmesi: Yedek Parça Talep Tahminlemesi için Karar Destek Sistemi Tasarımı, A Decision Support System for Spare Part Demand Forecasts
	Dizin, Index

